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Abatract 

In the image segmentation field, it need several 
iterations to find optimization thresholds or cluster 
center to segment images. In this paper, we 
embedded a scheme based on maximum entropy and 
uniformity into the particle swarm optimization with 
subswarm structure named MEUPSOS to find the 
optimization threshold values iteratively. Instead of 
using the conventional PSO, swarm was divided into 
several subswarms for the purpose of getting local 
optimal solutions with a fitness function based on 
maximal entropy and uniformity. Additionally, just 
one-swarm particles were used to replace k-swarm (k 
is the number of threshold values) particles in order 
to upgrade the computation performance. Then, the 
local optimal solutions ware used to update global 
parameter in the global swarm. Through iterations 
updating the velocities and locations of particles, we 
can calculate the near optimal threshold values on an 
image based on the fitness functions of maximum 
entropy and uniformity. Finally, we can find that the 
proposed method can get more promising results than 
the other method. 
Keywords- PSO; image segmentation; entropy; 
uniformity 

1. Introduction 

Segmentation in an image is an important step for 
the image processing. Great deals of literatures, based 
on region growing [1], edge detection [2], pixel 
classification [3-4], and histogram threshold [5], have 
been proposed in the research field of image 
segmentation. Region growing strategies start at 
known pixels and append all neighbors which are 
similar in gray level, color, texture, or other properties, 
to the known pixels in order to form a region. The 
local discontinuities are detect first and then 
connected to form complete boundaries in edge 
detection approaches. A pixel classification approach 
is one that classifies pixels based on global of local 
information such as their gray levels or colors in an 
image. In the traditional pixel classification 
approaches, they can be divided into two schemes 

such as supervised and unsupervised classification 
approaches. The supervised strategy classifies pixels 
into representative regions with known properties like 
number of regions or cluster centroids. Then these 
regions are merged into suitable clusters. The 
supervised method is so troublesome that it is time 
consuming. The unsupervised approach is a 
classification process that does not need to be 
experience cognitive. It just modifies cluster centers 
through several iterations to achieve the convergence 
condition in order to complete the classification. 

Generally, a thresholding algorithm is one that 
determines optimal threshold values based on a 
certain criterion. A single threshold value is used for 
the whole image in a global thresholding method as 
well as several threshold values are used to segment a 
given image into subregions in a local thresholding. 
There are several optimal algorithms in thresholding 
segmentation have been proposed such as maximum 
entropy threshold [6] and Minimum error threshold 
[7-8].In order to find optimal threshold values and 
reduce the time consumption, biological intelligence 
algorithms, such as Artificial ant algorithm[9], 
Particle Swarm Optimization [10], Artificial Bee 
Colony [11-12] , Genetic Algorithm[13], and 
Bacterial Evolutionary[14], have been embedded into 
thresholding segmentation method to find global or 
near global optimal solution. 

Artificial ant algorithm is used to choose a correct 
pathf or travelling in accordance with the pheromone. 
The quantity of pheromone on a path can be increased 
when ants go through the same path. In order not to 
fall into a local optimal solution, pheromones on all 
paths have to be reduced but the pheromone weight on 
the best path has to be increased in accordance with a 
fitness function. 

Artificial Bee Colony (ABC) algorithm was 
proposed by Karaboga [11-12] for optimizing 
numerical problems. The algorithm simulates the 
intelligent foraging behavior of honey bee swarms. It 
is a near robust stochastic optimization algorithm. 

Genetic algorithm is a heuristic algorithm 
commonly used binary encoding.  It exchanges bits 
of information to find a better solution through 
iterative crossover step from their good parent 
generation. Additionally, the mutation mechanism 
also used to prevent trapped in local optimal solutions. 

PSO method, belonging to the category of swarm 
optimization, is a population-based algorithm and first 
demonstrated as a stochastic optimization algorithm 
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by Eberhart and Kennedy [15]. It is modeled to 
simulate the social behavior of bird flocks and follow 
similar steps as evolutionary algorithms finding 
near-optimal solutions. During the last two decades, 
PSO has been popularly applied to several 
optimization problems such as minimax problems 
[16], integer programming problems [17], global 
optimization problems [18], and other applications in 
engineering [19-20].  

The convergence of traditional PSO algorithm is 
so fast that it easily falls into the local optimal 
solution. In order to resolve this problem, the main 
framework of this paper divides the solution space 
into n subspaces named subswarms in the PSO 
scheme. The optimal threshold value was obtained in 
accordance with the local maximum entropy for the 
best position ever attained by a proper particle and 
the global maximum uniformity indicated the best 
position ever encountered by all particles in the 
subswarms. The experimental results show that 
promising thresholds can be obtained by means of 
maximum entropy and global maximum uniformity 
which are embedded into fitness function of particles. 

2. Relative algorithms 

2.1 Maximum-entropy Thresholding 
 

A maximum entropy threshold method, proposed 
by Jaynes [21], used the concept of Shannon entropy 
to image segmentation. It finds an appropriate 
grayscale threshold value which can divide pixels 
into the background and objects. And, let variances of 
pixels within these two regions be the largest amount, 
L represent the maximum range of the grayscale 
images and t is any one of the gray level value in the 
solution space. H(t), represented the entropy value of 
an image, can be calculated as follows: 
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where h(i) is the total pixels with the graylevel value i 
as well as N is the total number of pixels in an image. 
Therefore, we can find an optimal threshold t which 
deduces maximum entropy as follows: 
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To find the optimal multi-threshold values 

nttt ,,, 21   in the multi-thresholding problem, Eq. (1) 

can be modified as 
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where,                             , 

and                . 

Therefore, the fitness function, shown as in Eq. (5), is 
also defined the maximum entropy such that 
 

(5) 
 

 

2.2 Uniformity 
 

The uniformity is to evaluate the performance 
estimation for an image through thresholding 
processing. The greater the threshold value, the better 
the uniformity. The uniformity is defined as follows: 

 
 

(6) 
 
 

Uniformity value is ranged between 0 to 1. Where k 
is the number of thresholding values. i, if  and 

jm are the number of pixels, graylevel of pixel i, and 

the average graylevel in a cluster, respectively. 

maxf and minf are the maximum and minimum 

graylevel in the target image. 
 
2.3 Particle Swarm Optimization 

PSO, proposed by Kennedy and Eberhart [15], 
is a stochastic optimization algorithm that is also a 
population-based strategy to take advantage of a 
population (named swarm) of individuals (called 
particles) and search promising areas in the search 
space. Initially, PSO algorithm generates a group of 
particles, in which a particle is defined by a position 
and a velocity. Each particle moves with an adaptable 
velocity based on a fitness function within the search 
space, and retain the best position it ever visited in 
the past. The velocity decides the moving direction 
and distance for a particle. In PSO, two optimal 
constraint parameters gbest (global parameter 
indicated the best position ever encountered by all 
particles) and pbest (local parameter for the best 
position ever attained by a proper particle) are used to 
update the velocity for all particles. Finally, an 
approximating optimal solution can be obtained 
through previous actions iteratively. 
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Assume a search space with n dimension, 
nRN  is a swarm consisting of M particles. Then 

the position and velocity for the i-th particle on an 
n-dimension coordinate are defined 

 
(7) 

and 

 
(8) 

 
The best previous position (pbest) encountered by the 
i-th particle in N is defined as 

Nppppbest T
iniii  ),...,,( 21 .(9) 

In the meantime, the best previous position (pbest) 
among all the individuals of the swarm can be 
obtained by 

(10) 

Therefore, the velocity )1( kVi and position 

)1( kSi for the i-th particle in the swarm at iteration 

k+1 can be defined as following equations: 
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where Mi ,...,2,1  is the index of particles, 1c  

and 2c  are cognitive and social parameters, 1rand  

and 2rand  are random numbers uniformly 

distributed between 0 and 1, and w, the weighting 
function, is defined as 
 

(13) 
 
In Eq. (11), the cognitive component 

)()( kSkpbest ii   represents the particles own 

experience as to where the best position is while the 
social component )()( kSkgbest i  stands for the 

belief of the entire swarm as to where the best 
solution is during iteration k. In Eq. (13), maxw  is 

the initial weight as well as minw  and maxk  are 

defined the weight and the number of the last 
iteration respectively. The higher the value of 
iteration, the smaller the weight w will be. In the 
proposed MEUPSOS, Eq (10) is modified as 

),...,,max( 21 ik pbestpbestpbestsubbest    
(14) 

(15) 
 

3.  The proposed PSO based on 
maximum entropy and 
uniformity 

In this paper the constraints with maximum 
entropy and uniformity were embedded into the PSO 
algorithm with subswarm structure (named 
MEUPSOS). Swarm in the MEUPSO was divided 
into several subwarms in order to find several local 
optimal solutions to speed up global or near global 
threshold values being obtained. In order to upgrade 
the computation performance, we just used only 
one-swarm particles for all subswarms instead of 
one-population particles for each swaem. 

In the proposed MEUPSOS, we added local 
optimal value named subbest for each subswarm. First, 
we used the entropy-based fitness function to update 
the parameter pbest. Then parameters pbests were 
used to update subbest in a subswarm. Finally, gbest 
was updated with subbests in the global swarm. The 
detail flowchart of the proposed MEUPSOS is shown 
as in Figure 1. In Figure 1, the processing flow went 
through two sub flowcharts named (A) and (B) to 
calculate the entropies for updating subbests and 
compute uniformity to adjust the global parameter 
gbest. These two sub flowcharts are shown as in 
Figure 2 and Figure 3.  

The main purpose in Figure 2 is to calculate the 
entropy-based fitness function of particles in every 
subswarm and updating parameters pbest with 
maximum entropy. Then, pbests were used to update 
subbest in a subswarm. In Figure 3, parameter gbest 
was updated by using of the best subbest with 
uniformity-based fitness function in subswarms. 
Additionally, the threshold values were updated with 
the better uniformity. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

NxxxS T
iniii  ),...,,( 21

NvvvV T
iniii  ),...,,( 21

),...,,max( 21 Mpbestpbestpbestgbest 

 )()1( kwVkV ii

))()((22 kSkgbestrandc i

)1()()1(  kVkSkS iii

))()((11 kSkpbestrandc ii 

),...,,max( 21 ksubbestsubbestsubbestgbest 



International Journal of Computer, Consumer and Control (IJ3C), Vol. 1, No.2 (2012) 
 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Flowchart of the proposed MEUPSO. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Flowchart of block (A) in Figure 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Start 

Read an image. 

Initialize the number of particles, velocity, 

locations of particles, and threshold values. 

(A). Calculate the entropies for 

subswarms. 

(B). Compute the uniformities. 

Update the velocity and location for 

each particle. 

Number of iterations is over? No 

Yes 

Stop 

Segment the image with final 

threshold values. 

Start 

Calculate the entropy-based fitness 

function of particles in each 

subswarm. 

Update pbest with maximum entropy.

For next subswarm? No 

Update the values of  subbestin a 

subswrm. 

Complete the 

iterations of all 

subswarms?  

No 

Yeso 

Yes 

Stop 

(A). Calculate the entropies for subswarms 



International Journal of Computer, Consumer and Control (IJ3C), Vol. 1, No.2 (2012) 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Flowchart of block (B) in Figure 1. 

4. Experimental results 

In order to show the performance, all 
simulations are executed with the interpreter 
language of MATLAB in a personal computer. The 
performance for the proposed MEUPSOS was 
compared with HCOCLPSO [11]. The original 
512x512 test images (Lena, Pepper, and Barbara) are 
shown as in Figure 4. The segmented results with 6 
clusters by the proposed MEUPSOS are shown as in 
Figure 5. A comparative study of uniformity for the 
proposed MEUPSOS and HCOCLPSO is shown as in 
Table I. From Table I, we can find that the uniformity 
by the proposed MEUPSOS is better than those got 
by the other algorithm HCOCLPSO. 
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Figure 4: Original 512x512 images; (a) Lena, (b) 

Pepper, and (c) Barbara. 

 

 

 

 

 

 

Star

Update the gbest by using of the best 

subbest with uniformity-based fitness 

function in subswarms. 

Compute the uniformity. 

Better uniformity? 
No 

Yeso 

Stop 

Update the threshold values. 

(B). Compute the 



International Journal of Computer, Consumer and Control (IJ3C), Vol. 1, No.2 (2012) 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   (a) 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

   (b) 
  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

   (c) 
Figure 5: Segmented results with 6 clusters by the 

proposed MEUPSOS 
 
 
 
 
 
 
 
 
 
 

Table 1: A comparative study of uniformity for the 

proposed MEUPSOS and HCOCLPSO 

Image k 
Uniformity 

Proposed 
MEUPSOS 

HCOCLPSO

Lena 

2 0.9889 0.9883 
3 0.9899 0.9886 
4 0.9904 0.9893 
5 0.9920 0.9903 

Pepper 

2 0.9878 0.9876 
3 0.9890 0.9875 
4 0.9918 0.9914 
5 0.9916 0.9914 

barbara 

2 0.9898 0.9893 
3 0.9911 0.9901 
4 0.9925 0.9911 
5 0.9921 0.9919 

 
Although the object values of entropy obtained by 

the proposed MEUPSOS are smaller than those got by 
the HCOCLPSO with a tiny value, the used memory 
resource in the proposed MEUPSOS are less than the 
HCOCLPSO. No matter what the number of threshold 
values is defined in advance by the proposed 
MEUPSOS. If an image was segmented k clusters and 
number of particles is m, the memory resource was 
4*(m+k)+2 (= 102 locations, if m=20 and k=5.) for 
the proposed MEUPSOS and (4*m+2)*k (= 410 
locations, if m=20 and k=5.) for HCOCLPSO. 
Therefore, the computation performance in the 
proposed MEUPSOS is better than the HCOCLPSO. 

 
Table 2: A comparative study of entropy for the 

proposed MEUPSOS and HCOCLPSO 

Image  k

Entropy 

Proposed MEUPPSO  HCOCLPSO 

Optimal 
thresholds 

Object 
value 

Optimal 
thresholds 

Object 
value 

Lena 

2 88, 165  17.76  97, 164  17.8130 

3 72, 125, 179 22.0278  82, 126, 175  22.0993 

4
70, 117, 163, 

197 
25.8766 

64, 97, 138, 
179 

25.9864 

5
53, 86, 123, 
160, 207 

29.1873 
63, 94, 128, 
163, 194 

29.7348 

Pepper 

2 70, 146  18.0233  72, 144  18.0280 

3 56, 109, 164 22.4350  53, 102, 155  22.4694 

4
50, 98, 146, 

196 
26.3321 

53, 98, 143, 
191 

26.5234 

5
35, 71, 106, 
141, 191 

30.3217 
42, 74, 109, 
149, 191 

30.3483 

barbara 

2 90, 169  18.2646  98, 163  1832765

3 72, 135, 187 22.6534  76, 127, 178  22.7182 

4
60, 111, 168, 

208 
26.6182 

61, 100, 
143, 187 

26.7712 

5
66, 99, 135, 
170, 208 

30.5861 
57, 92, 129, 
166,199 

30.6238 
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TABLE 3: A comparative result of memory 
resources for the proposed 
MEUPSOS and HCOCLPSO 

# of 
Clusters 

# of 
particles：m 

Memory Resource 

Proposed 
MEUPSOS 

HCOCLPSO 

k 

P_best  m*2 

Needed 
4*(m+k)+2 

m*2*k 

Needed 
(4*m+2)*k

G_best  2  2*k 

position  m  m*k 

velocity  m  m*k 

Sub_swarm  4*k  0 

5. Conclusions 

In this paper, we proposed a PSO algorithm by 
maximum entropy and uniformity with subswarm 
structure named MEUPSOS for image segmentation. 
In order to upgrade the computation performance, the 
number of particles was used with a fixed value no 
matter how the threshold values were changed. 
Although tiny poor object values were obtained, the 
proposed MEUPSOS can get better uniformity and 
computation performance than those obtained by the 
HCOCLPSO for the segmented images. 
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