
International Journal of Computer, Consumer and Control (IJ3C), Vol. 1, No.2 (2012) 
 

Data Deduplication Scheme for Cloud Storage 

1
Iuon-Chang Lin and 

2
Po-Ching Chien

 

  

Abstract 

Nowadays, the utilization of storage capacity 

becomes an important issue in cloud storage. In this 

paper, we introduce two categories of data 

deduplication strategy, and extend the fault-tolerant 

digital signature scheme proposed by Zhang on 

examining redundancy of blocks to achieve the data 

deduplication. The proposed scheme in this paper not 

only reduces the cloud storage capacity, but also 

improves the speed of data deduplication. 

Furthermore, the signature is computed for every 

uploaded file for verifying the integrity of files. 

1. Introduction 

Owing to the population of cloud service and 

the increase of data volume, more and more people 

pay attention to economize the capacity of cloud 

storage than before. Therefore, how to utilize the 

cloud storage capacity well becomes important issue 

nowadays. Data deduplication is a technique to 

identify those data which have the same contents and 

only store one copy of them. Therefore, data 

deduplication can economize the cloud storage 

capacity and utilize cloud storage more properly.  

According to the original cloud storage 

schemes, some of schemes store the whole file into 

the storage server without any deduplication. Thus, if 

there are two similar files, the cloud storage server 

would store redundant blocks between these two 

similar files. Therefore, the cloud storage capacity 

cannot be used properly. There are some cloud 

storage vendors using the technique of data 

deduplication when storing the uploaded files, the 

DropBox for example. Some data deduplication 

schemes calculate a hash value for each file used to 

check whether there is redundant hash value among 

uploaded files in the cloud storage. Others translate a 

file into n blocks and then calculate a hash value to 

represent every block; therefore, the cloud storage 

server can examine the redundancy of every hash 

value of blocks. 

Though this method can find those blocks not 

stored in the cloud storage server, it spends too much 

time on examining these duplicate blocks. In this 

paper, the proposed scheme not only can utilize the 

capacity of cloud storage server more properly, but 

also improve the speed of data deduplication. 

Furthermore, a signature is computed for every 

uploaded file to ensure the integrity of file. 

2. Related Work 

In this section, the categories of data 

deduplication strategy and the Zhang’s fault-tolerant 

digital signature scheme which is the basic scheme of 

the proposed scheme is introduced. 
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2.1 Categories of Data Deduplication 

Strategy 

Deduplication strategy can be categorized into 

two main strategies as follow, differentiated by the 

type of basic data units. 

1).File-level deduplication: A file is a data unit 

when examining the data of duplication, 

and it typically uses the hash value of the 

file as its identifier. If two or more files 

have the same hash value, they are assumed 

to have the same contents and only one of 

these files will be stored. 

2).Block-level deduplication: This strategy 

segments a file into several fixed-sized 

blocks or variable-sized blocks, and 

computes hash value for each block for 

examining the duplication blocks. 

2.2 View of Zhang’s Fault-Tolerant 

Digital Signature Scheme 

Zhang’s digital signature scheme with fault 

tolerance is based on RSA cryptosystem. A user has a 

RSA modulus N, N , which p and q are two 

large primes. Then the user chooses a public key e 

randomly, and secret key d, e and d must satisfy the 

equation . Let (  

be the public keys of user A, (  be the public 

keys of user B. And  and  be the private key 

of user A and B respectively. Besides, assume 

 and the length of  and  is the same 

of simplification.  

Step 1: User B translates the message M into an 

n  matrix and sends the matrix to user 

A. 

 

where , 1 i n, 1 j m, is a message block which 

has the same length as  and . 

Step 2: For the given n  message matrix X, B 

constructs an (n 1) (m 1) matrix  as 

follow: 

 

 

where the parameters ,  and : 

Step 3: B computes an (n 1) (m 1) ciphered 

matrix  as follow: 

 

 

 

where the parameters , , and : 

, (4) 

, (1) 

, (2) 

and  

. (3) 

= 

 

= 
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, (5) 

,and (6) 

, for all 1 i n and 1 j m. (7) 

Step 4: After receiving , A decrypts  for 

obtaining message  by using his private 

key . The decrypted message is as 

follow: 

 

 

 

where the parameters , , and : 

, (8) 

, (9) 

,and (10) 

. (11) 

Step 5: A checks whether , 

, and 

 or not. If the verifications are positive, 

user A can believe that the message is 

indeed sent by user B. Otherwise, there are 

some errors in the decrypted message. 

Step 6: Then user A can detect the error by the 

following two equations: 

, and (12) 

. (13) 

 

Assume that the error occurs in the message block 

. 

Step 7: User A can correct the error by computing 

one of the following equations: 

, (14) 

. (15) 

3. Our Proposed Scheme 

The scheme proposed by Zhang can detect and 

correct errors efficiently in digital signature. Based 

on top of Zhang’s scheme, this paper proposes a 

novel data deduplication method to improve the 

utilization of cloud storage capacity and the speed of 

deduplication in cloud storage.  

The file is translated into (n*m) blocks, and  

and  is computed as the feature values to 

represent every row and column. The proposed 

scheme is separated into two phases. First phase is 

file translation, and the second phase is data 

deduplication examination in cloud storage. 

3.1 File Translation Phase 

 Suppose that user A uploads the file C to a 

cloud storage, 

Step 1: The cloud storage translates C into (n m) 

blocks, builds a (n+1) (m+1) matrix to 

store (n m) blocks, and computes 

parameter for each row, parameter  

for each column, and parameter  as 

follow: 

 

= 

 

= 
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where the parameters ,  and : 

, (16) 

,and (17) 

. (18) 

Step 2: After user A receives , , as the signature 

of file C is calculated by using his private 

key  and  which is the block number 

of file C. Therefore, user A can confirm the 

integrity of file C when downloading this file 

in the future. 

 
(19) 

Step 3: When the cloud storage server receives , 

the parameter  in the (n+1) (m+1) 

matrix will be replaced as  as follow. 

 

 

3.2 Data Deduplication Phase 

 After user A uploads another file C ,́ the cloud 

storage server translates C  ́ into a (n+1) (m+1) 

matrix as follow in the first phase, and the cloud 

storage server starts to examine the redundancy of C .́ 

 

 

 

where the parameters ,  and : 

, (20) 

, (21) 

, and (22) 

. (23) 

 

Cloud storage server examines the redundancy 

by checking whether 

 and (24) 

. (25) 

If the examination results are positive, it means file 

C  has the same contents as file C. If the examination 

results are shown as follow: 

and (26) 

, (27) 

it confirms that the block  differs from block .  

After the cloud storage server verifies every 

corresponding  and , the redundancy 

examination phase is completed. The cloud storage 

server will store these in different blocks, not being 

stored in the cloud storage server previously. These 

different blocks are named as new blocks, and the 

same blocks as old blocks respectively. 

4. Discussions 

4.1 Worst Case Conditions  

 Different position of new blocks can result in 

different examination conditions. In the proposed 

= 

 

= 
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scheme, the worst case refers that the matrix has only 

max(n,m) new blocks, but the cloud storage server 

regards all blocks as new blocks in the data 

deduplication phase, and thus all blocks are stored 

into the cloud storage server.  

Assume that there is a (n m) matrix, and n m. 

When there are n new blocks in a matrix, and m new 

blocks of these new blocks are distributed to every 

different row and column in the matrix, then the 

worst case appears. Figure 1 is an example of the 

worst case condition. The notation  in Figure 1 

means the new blocks, and the natation ○ in Figure 1 

means the old blocks. 

 
  

Figure 1: Three examples of the worst case 

condition. 

After the worst case condition is discovered, 

the probability of appearance of the worst case can be 

formulated as 

 

(28) 

: all combinations of new block in the 

matrix. 

: select m non-redundant rows or columns from n 

rows or columns as new blocks. 

: the combinations of new blocks in the selected 

rows or columns. 

Assume there is a 4 5 matrix, n=5 and m=4. The 

probability of appearance of the worst case is 

4.93238115× . This indicates that the 

probability of appearance of the worst case is 

relatively low. 

4.2 Computation Cost 

 The data deduplication strategy used in 

proposed scheme is the fixed-sized blocks of 

block-level deduplication; therefore, the comparison 

of the proposed scheme with Venti archival storage 

system is stated in Table 1. The computation cost 

indicates the complexity of translating a file into a 

matrix. The frequency of block verification 

represents the complexity of verifying the hash value 

between uploaded file blocks and cloud storage 

blocks to check whether the same blocks exist in the 

cloud storage or not.  

From Table 1 it is clear that our proposed 

scheme uses less time on block verification than 

Venti’s. The reason is the proposed scheme checks 

only one hash value for each column and row instead 

of verifying the hash value of every block. 

Table 1: The computation cost and frequency of 

block verification on data deduplication 

phase of our proposed scheme and Venti 

archival storage system 

 Proposed scheme Venti 

Computation Cost 
hash: O( ) 

multiple: O(n) 
hash: O( ) 

Frequency of 

Block Verification 
O(n) O( ) 

5. Conclusions 

To be concluded, the proposed scheme not only 

enhances the efficiency of data deduplication, but 

also improves the speed of data deduplication phase 
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by calculating a feature value to represent every 

column and row instead of verifying the hash value 

of every block. Though there is a problem of the 

worst case in the proposed scheme that the cloud 

storage server will regard all blocks as new blocks 

and store all of these blocks, resulting in storing 

duplicate blocks, the probability of the worst case is 

low and won’t affect most. 
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