
1

Low-complexity Finite Field Multiplier Using
Efficient Signal Reuse

Jyun-Jie Wang, Chi-Yuan Lin* and Sheng-Chih Yang
Department of Computer Science and Information Engineering,

National Chin-Yi University of Technology, Taichung 411, Taiwan, ROC
Corresponding Author: Chi-Yuan Lin (E-mail:chiyuan@ncut.edu.tw)

Abstract— Finite fields mathematics are used in a variety of
applications, including in coding theory, cryptography algorithms
, tournament scheduling, and the design of experiments. One of
the important issue in finite fields mathematics is finite field
multiplier design. A novel finite field multiplier algorithm for
Massey-Omura Multiplier based on a low complexity strategy
is proposed. Based on search irreducible polynomials, we use
this method that results in lower complexity implementation for
finding good finite fields. The complexity of finite field multiplier
is depended on the choose of bases of finite fields. The Massey-
Omura multiplier, developed on the normal bases, aims to locate
the good bases as the multiplier matrix and is divided into series
and parallel design methods. The design for series and parallel
multiplier scheme is based on the space complexity, referred to
as series Massey-Omura multiplier and parallel Massey-Omura
multiplier. Finally, the experimental results demonstrate two
methods as follows: first, design the construction of type 1 and
type 2 multiplier scheme and second, report the complexity
performance of the two multipliers.

Index Terms— Finite field multiplier, Normal basis, Basis
converse, Redundancy, Signal reuse.

I. I NTRODUCTION

Efficient computations in finite field arithmetic and these
used in ECC; block ciphers, such as the Advanced Encryption
Standard (AES); coding theory, and test vector generation.The
most import application of finite field arithmetic is in public
key cryptography. A merging of communication networks and
public key cryptography technology is required in the design
of security systems. The concept of public key cryptography
was introduced by Diffie and Hellman in 1976 [1] and the first
PKC system was contributed by Rivest, Shamir, and Adleman,
called RSA. The modern encryption techniques can be divided
into symmetric key and asymmetric key(public key). The RSA
is the best well known public key system. The RSA public
key cryptosystem is based on the difficulty of integer factor-
ization. The system is widely accepted for digital signature
and key exchange over communication networks. The another
important public key system is elliptic curve cryptography.
In 1985, Koblitz [2] and Miller [3] independently introduced
elliptic curve cryptography. The elliptic curve cryptography
allows shorter operands to be used compared to the RSA.
The ECC is based the problem which is on the difficulty
of discrete logarithm. The problems is located on the points
of an elliptic curve defined over a finite field. Public key
cryptosystems are computationally intensive and considerably
slower than symmetric key cryptosystems. Efficient arithmetic

plays a key role in the implementation of public key cryp-
tosystems. The core arithmetic operation in a field is the
multiplication operation. In ECC, the multiplier dominates the
area in hardware and the computation time in software [4]-
[6]. This is one of the main reasons behind extensive research
on finite field multipliers. Although all finite fields of the
same cardinality are isomorphic, each finite field is of distinct
complexity in space and time. The complexity is greatly based
on the choice of bases in finite field. The most commonly
chosen bases are polynomial bases, normal bases and dual
bases [7]. The finite field multipliers based on normal bases
have some advantages: (1)the squaring operation in normal
bases is simply through a cyclic shift of the coordinates of
elements in finite field and (2) the operation of computing
large exponentiations and multiplicative inverses [8]-[10]. The
original normal basis multiplication algorithm was invented by
Massey and Omura [11] and its first VLSI implementation was
reported by Wang et al. [12]. A normal basis exists for every
finite field, so does this type of multipliers which are hereafter
referred to as Massey-Omura multipliers and [13]-[16] have
proposed a novel method to perform fast multiplication.

In this study we present an alternative design for finite field
multiplier in the normal basis inF2m generated by an all one
polynomial (AOP). The time complexity of proposed design is
significantly less than the bit-parallel multiplier designs for the
normal basis. Moreover, we reduce the redundancy to design a
normal basis multiplier in the type 1 and type 2 Massey-Omura
multipliers. The space and time complexities of the design
are nearly the same as those of the modified Massey-Omura
multiplier given for the fieldF2m with an AOP. However, our
study is based on a different construction from the ones and an
effective optimization by signal reuse algorithm for computing
multiplications over a class of fieldsF2m . Moreover, two low-
complexity bit parallel finite field multipliers are presented
based on the algorithm.

The rest of the paper is organized as follows: Section II ,
we review the Massey-Omura multiplier algorithm; Section III
provides preliminaries for this work; Section IV presents the
complexity for signal reuse; Section V provides experimental
results and constructive discussions; and finally, Section VI
offers conclusions.
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II. PRELIMINARIES

A. Normal Basis Representation

Let β be an element ofF2m . A basis of the form

{β, β2, β22
, β2m−1

}

is called a normal basis, whereβ ∈ F2m . An elementA ∈ F2m

can be represented as

A =
m−1∑
j=0

ajβ
2j

= a0β + a1β
2 + · · ·+ am−1β

2m−1
,

whereaj ∈ F2, 0 ≤ j ≤ m− 1 is thejth coordinate ofA. An
elementA based on normal basis can be also represented by
coordinate form

A = (a0, a1, · · · , am−1).

In the coordinate vector,A will be written as

A = aβT = βaT ,

where a = (a0, a1, · · · , am−1), β = (β, β2, · · · , β2m−1
). An

element A can be easily squared by a cyclic shift of its
coordinates as

A2 = am−1β + a0β
2 + · · ·+ am−2β

2m−1

= (am−1, a0, · · · , am−1)

B. Conversions of Bases

Let γ be an element inF2m . The elementγ with respect to
standard basis can be representation as

γ =
m−1∑
i=0

ciθ
i.

The standard basisθi can be combined with normal basis as

θi =
m−1∑
j=0

cjθ
2j

Theθi with respect to normal basis substitutesγ =
∑m−1

i=0 ciθ
i

with respect to standard basis. The transformation matrix from
standard basis to normal basis will be

γS = TN
S γN

For example, letγ be a element inF28 and theγ can be
expressed as

γ = c0 + c1θ + c2θ
2 + c3θ

3 + c4θ
4 + c5θ

5 + c6θ
6 + +c7θ

7

whereci ∈ F2. The standard basis and a irreducible are given
by

γ = {θ0, θ1, θ2, θ3, θ4, θ5, θ6, θ7}

and

p(x) = x8 + x7 + x5 + x3 + 1.

The standard basis ofγ can be expressed as

θ0 = θ + θ2 + θ4 + θ8 + θ16 + θ32 + θ64 + θ128

θ1 = θ

θ2 = θ2

θ3 = θ4 + θ16

θ4 = θ4

θ5 = θ2 + θ32 + θ64

θ6 = θ8 + θ32

θ7 = θ + θ128.

Then, we can substituteθi into normal basis as

γS = c0 + c1θ + c2θ
2 + c3θ

3 + c4θ
4 + c5θ

5 + c6θ
6 + c7θ

7

= c0(θ + θ2 + θ4 + θ8 + θ16 + θ32 + θ64 + θ128)
+ c1θ + c2θ

2 + c3(θ4 + θ16) + c4θ
4

+ c5(θ2 + θ32 + θ64) + c6(θ8 + θ32) + c7(θ + θ128)
= (c0 + c1 + c7)θ + (c0 + c2 + c5)θ2

+ (c0 + c3 + c4)θ4 + (c0 + c6)θ8 + (c0 + c6)θ16

+ (c0 + c5 + c6)θ32 + (c0 + c5)θ64 + (c0 + c7)θ128

= d0θ + d1θ
2 + d2θ

4 + d3θ
8 + d4θ

16 + d5θ
32 + d6θ

64

+ d7θ
128

= γN

Finally, the transformation matrix from standard basis to
normal basis can be written by

TN
S = (TS

N )−1.

C. Massey-Omura Multiplier

Let A and B be another element inF2m with vector
representationA =

∑m−1
i=0 aiβ

2i

= (a0, a1, · · · , am−1) and
B =

∑m−1
j=0 bjβ

2j

= (b0, b1, · · · , bm−1). Let C be the product
of A andB with vector representation(c0, c1, · · · , cm−1). Let
C denote their product, i.e.,

C = AB = (aβT )(βbT )

= [a0, ..., am−1]


β
β2

...
β2m−1

 [β, ..., β2m−1
]


b0

b1

...
bm−1


= a×M × bT

and

M =


β20+20

β20+21 · · · β20+2m−1

β21+20
β21+21 · · · β21+2m−1

...
...

...
...

β2m−1+20
β2m−1+21 · · · β2m−1+2m−1


=

 c0β + c1β
2 + ... + cm−1β

2m−1 · · ·
...

...
c0β + c1β

2 + ... + cm−1β
2m−1 · · ·


= M0β + M1β

2 + ... + Mm−1β
2m−1
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whereMi is am×m matrix overF2. All entries ofM belong
to F2m and if they are written w.r.t. the normal basis, then the
following is obtained

C = aMbT

= a(M0β + M1β
2 + ... + Mm−1β

2m−1
)bT

= (aM0b
T )β + (aM1b

T )β2 + ... + (aMm−1b
T )β2m−1

= c0β + c1β
2 + ... + cm−1β

2m−1

=
m−1∑
i=0

ciβ
2i

where

cm−1−i = aMm−1−ib
T = a(i)Mm−1(b(i))T

The componentci, i = 0, 1, ...,m − 1 of two elements
productC in F2m can be easily performed by a right cyclic
shift i times as

a(i) = [am−i, am−i+1, ..., am−i−1]

b(i) = [bm−i, bm−i+1, ..., bm−i−1]

The last componentcm−1 of C can be regarded as a Boolean
function of the components ofA andB, i.e.,

cm−1 = f(a0, a1, · · · , am−1; b0, b1, · · · , bm−1)

The other componentci of C can be written as

cm−1 = aMm−1b
T = f(a0, a1, ..., am−1; b0, b1, ..., bm−1)

=
m−1∑
i=0

m−1∑
j=0

mi,j,m−1aibj

cm−2 = aMm−2b
T = f(am−1, a0..., am−2; bm−1, b0..., bm−2)

=
m−1∑
i=0

m−1∑
j=0

mi,j,m−1a
(1)
i b

(1)
(j)

...

c0 = aM0b
T = f(a1, a2, ..., a0; b1, b2, ..., b0)

=
m−1∑
i=0

m−1∑
j=0

mi,j,m−1a
(m−1)
i b

(m−1)
j

Finally, the results of product in multiplier based on normal
basis can be represented as

Mm−1−i = aMm−1−ib
T︸ ︷︷ ︸

parallel multiplier

= a(i)Mm−1(b(i))T︸ ︷︷ ︸
series multiplier

Tow elementsA andB in finite field F2m can be expressed
as

C =
m−1∑
i=0

ciβ
2i

where ci = aMib, a and b are coordinate with respect to
normal basis. We also get the relation betweencm−1−i, a and
b as

cm−1−i = a(i)Mm−1(b(i))T

According to the equation, we can develop the bit-series
Massey-Omura multiplier, as shown in Fig. 1.

Fig. 1. Bit series Massey-Omura multiplier

Another expression of multiplier for normal basis is

cm−1−i = aMm−1−ib, i = 0, · · · ,m− 1

We can also develop the bit parallel Massey Omura multiplier
as Fig. 2.

Fig. 2. Bit parallel Massey-Omura multiplier

For example, letF2m be the finite field generated by the
irreducible polynomialP (x) = x4 + x3 + 1 whose root isα,
i.e., p(α) = 0. These finite field operations of normal basis
and standard bases need basis conversion, whereas the standard
basis does not. Each type of finite field operation has its dis-
tinct features and is thus suitable for specific applications, such
as square operation. Thus, we are often faced with the basis
conversion problems between two different implementations
of the same field such that the conversion between the two
bases is efficient. The basis conversion from standard basis to
normal basis can be changed by transformation matrixTN

S as
shown in section 2.2. The transformation matrixTN

S in the
example is represented as

α = α
α2 = α2

α4 = 1 + α3

α8 = α + α2 + α3

⇒


α
α2

α4

α8

 =


0 1 0 0
0 0 1 0
1 0 0 1
0 1 1 1




1
α
α2

α3


If we choose standard basis and normal basis as shown in
Table III. Using Table III, the representation of Massey Omura

i α3 α2 α 1 α8 α4 α2 α

−∞ 0 0 0 0 0 0 0 0
0 0 0 0 1 1 1 1 1
1 0 0 1 0 0 0 0 1
2 0 1 0 0 0 0 1 0
3 1 0 0 0 1 0 1 1
4 1 0 0 1 0 1 0 0
5 1 0 1 1 0 1 0 1
6 1 1 1 1 0 1 1 1
7 0 1 1 1 1 1 0 0
8 1 1 1 0 1 0 0 0
9 0 1 0 1 1 1 0 1
10 1 0 1 0 1 0 1 0
11 1 1 0 1 0 1 1 0
12 0 1 1 0 0 0 1 1
13 0 0 1 0 0 0 0 1
14 1 1 0 0 1 0 0 1

TABLE I

THE TABLE OF STANDARD BASIS AND NORMAL BASIS INF24

multiplier and the key function can be represented as

C = a×M × bT

M =


α2 α3 α5 α9

α3 α4 α6 α10

α5 α6 α8 α12

α9 α10 α12 α


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=


α2 α8 + α2 + α

α8 + α2 + α α4

α4 + α α4 + α2 + α
α8 + α4 + α α8 + α2

α4 + α α8 + α4 + α
α4 + α2 + α α8 + α2

α8 α8 + α4 + α2

α8 + α4 + α2 α



=


0 1 1 1
1 0 1 0
1 1 0 0
1 0 0 1

α +


1 1 0 0
1 0 1 1
0 1 0 1
0 1 1 0

α2 +


0 0 1 1
0 1 1 0
1 1 0 1
1 0 1 0

α4 +


0 1 0 1
1 0 0 1
0 0 1 1
1 1 1 0

α8

= M0α + M1α
2 + M2α

4 + M3α
8

We substitute the elementa andb into the equation as

aMbT = (aM0b
T )α + (aM1b

T )α2 + (aM2b
T )α4

+(aM3b
T )α28

= (a


0 1 1 1
1 0 1 0
1 1 0 0
1 0 0 1

 bT )α + ...

+(a


0 1 0 1
1 0 0 1
0 0 1 1
1 1 1 0

 bT )α8

= (a0b1 + a0b2 + a0b3 + a1b0 + a1b2 +
a2b0 + a2b1 + a3b0 + a3b3)α + ...

Thus, the generation ofci requiresCN = 9 multiplications
andCN − 1 = 9− 1 = 8 additions overF2. However, the key
function M has redundant gates, shown in next section.

The original normal basis multiplier was invented by
Massey and Omura and the multipliers were of least com-
plexity. Researchers gave a lower bound on the complexity of
normal bases and defined the normal bases that have this lower
bound as optimal normal bases. Two types of optimal normal
bases are defined as type-1 and type-2 where the normal bases
generated by an irreducible all on polynomial belongs to type-
I. Unfortunately, not all finite fields are of all one polynomial,
such as finite fieldF28 .

The results of multiplier of normal basis is given by

cm−1−i = aMm−1−ib
T = a(i)Mm−1(b(i))T

The number of 1s in eachMm−1−i, i = 0, · · · ,m − 1, is
denoted as complexity of multiplier. Because there are nonzero
entries ofMi consisted of the gate count of the normal basis
multiplier, CN is referred to as the complexity of the normal
basis. The outputcm−1−i of Massey-Omura multiplier can
be written as modulo 2 sum of exactlyCN terms. Therefore,
the hardware implementation ofci requiresCN multiplications
(AND gates) andCN−1 additions (XOR gates). If these XOR
gates form the binary tree, then the total gate delay to generate

ci is TA + dlog2 CNeTX , whereTA andTX are the delays of
one AND gate and one XOR gate, respectively. For parallel
structure of allMi needsmCN AND and m(CN − 1) XOR
gates. Also, one can reduce the number of AND gates tom2

by reusing multiplication terms overF2. Thus, to reduce the
number of XOR gates, we have to choose a normal basis such
that CN is minimum.

Theorem 1:For all Fqm over Fq, there is the minimum
complexity

CN ≥ 2m− 1

If CN = 2m − 1, then the NB is called an optimal normal
basis, type-I or type-II.

III. T HE OPTIMAL NORMAL BASIS ARCHITECTURE

We consider a multiplication inF2m for which f(x) =∑m
i=0 xi, that is, wheref(x) is an all one polynomial (AOP).

AOP provides the type 1 optimal normal basis multiplier. For
example, Given an irreducibleP (x) = x4 + x3 + x2 + x + 1,
the product of normal basis is expressed as

M =


α2 α3 α5 α9

α3 α4 α6 α10

α5 α6 α8 α12

α9 α10 α12 α

 =


α2 α3 1 α4

α3 α4 α 1
1 α α3 α2

α4 1 α2 α


The element ofM have only two categories, which form

the cyclotomic coset of{α1, α2, α3, α4} and{α0}. The leader
element of cyclotomic coset is defined asδi(1 ≤ i ≤ v), where
v is the number of cyclotomic coset. Thus, the leader element
can be written as

δi = β2i+1 ≡ β2i+1 mod (m+1) = βl, 0 ≤ l ≤ m

and
2i + 1 ≡ l mod (m + 1)

wherel = 0 and i = v = m/2. Let 2 be a primitive element
of modulem + 1 and the number of cyclotomic is given by

l ≡ 2ki mod (m + 1), l 6= 0

Now, let us denote

δi =
{

β2ki
, i = 1, 2, ...,m/2− 1

1 , i = m/2

whereki is noted as

2i + 1 ≡ 2ki mod (m + 1)

Theorem 2:Let m + 1 be a prime andq be a primitive in
Zm+1. Then, the(m+1)th unit is linear independent and form
a optimal normal basis inFqm over Fq.

Let α be an(m + 1)th unit root and is also a root in AOP.
These normal elements can be represented as

N = {α, αq, ..., αqm−1
} = {α, α2, ..., αm}

and

ααm = 1 = −Tr(α) = −
m∑

i=1

αi.
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Theorem 3:Let β be a primitive(2m + 1)st root of unity
in F2m andγ = β + β−1 generates a type 2 optimal normal
basis. Then,{ri, i = 1, · · · ,m} with γi = βi + β−1 = β +
β2m+1−i, i = 1, · · · ,m is also a basis inF2m .
Note thatγ also generates a normal basis

N = {γ + γ−1, γ2 + γ−2, ..., γm + γ−m}

and the across term are

α(γi + γ−i) = (γ + γ−1)(γi + γ−i)
= (γ1+i + γ−(1+i)) + (γ(1−i) + γ−(1−i)).

Let A,B ∈ GF (2n) is with respect to the type-2 basisN
as

A =
m∑

i=1

aiβi =
m∑

i=1

ai(γi + γ−i)

B =
m∑

i=1

biβi =
m∑

i=1

bi(γi + γ−i)

The product of elementA andB can be represented as

C = A ·B = (
m∑

i=1

ai(γi + γ−i))(
m∑

j=1

bj(γj + γ−j))

The product is also expressed by

C =
m∑

i=1

m∑
j=1

aibj(γi−j + γ−(i−j))︸ ︷︷ ︸
C1

+
m∑

i=1

m∑
j=1

aibj(γi+j + γ−(i+j))︸ ︷︷ ︸
C2

where−m ≤ (i − j) ≤ m for all i, j ∈ [1,m]. For i = j,
we can findγi−j + γ−(i−j) = γ0 + γ0 = 0. Then,C1 can be
written by

C1 =
m∑

i=1

m∑
j=1

aibj(γi−j+γ−(i−j)) =
∑

1≤i,j≤m

aibj(γi−j+γ−(i−j))

wherei 6= j,k = |i− j| andβk = γk +γ−k. For example, the
coefficients ofβ1 are the sum of allaibi for which |i−j| = 1.
Table II shows the elements contributed by the summationC1.

Also, the termC2 is expressed as

C2 =
m∑

i=1

m∑
j=1

aibj(γi+j + γ−(i+j))

=
m∑

i=1

m−i∑
j=1

aibj(γi+j + γ−(i+j)) +

m∑
i=1

m∑
j=m−i+1

aibj(γi+j + γ−(i+j))

= D1 + D2

β1 β2 · · ·
a1b2 + a2b1 a1b3 + a3b1 · · ·
a2b3 + a3b2 a2b4 + a4b2 · · ·

...
...

am−2bm−1 + am−1bm−2 am−2bm + ambm−2

am−1bm + ambm−1

βm−2 βm−1 βm

a1bm−1 + am−1b1 a1bm + amb1
a2bm + amb2

...
...

TABLE II

THE CONSTRUCTION OFC1

β1 β2 β3 · · · βm−2 βm−1 βm

a1b1 a1b2 · · · a1bm−3 a1bm−2 a1bm−1

a2b1 · · · a2bm−4 a2bm−3 a2bm−2

...
...

...
am−3b1 am−3b2 am−3b3

am−2b1 am−2b2
am−1b1

TABLE III

THE CONSTRUCTION OFD1

The double summations are denoted byD1 and D2, respec-
tively. Table III shows the construction of the summationD1.

On the other hand, the basis elements ofD2 are all out of
range. We use the identityγ2m+1 = 1 to bring them to the
proper range:

D2 =
m∑

i=1

m∑
j=m−i+1

aibj(γi+j + γ−(i+j))

=
m∑

i=1

m∑
j=m−i+1

aibj(γ2m+1−(i+j) + γ−(2m+1−(i+j)))

IV. T HE DISCUSSION OF REDUNDANCY FOR KEY

FUNCTION

Normal basis multiplier has the lowest complexity but there
is still redundancy in parallel normal basis multiplier. The key
function of parallel normal basis multiplier is a critical part for
finding the redundancy. The complexity of parallel multiplier
can be divided into space and time complexity in terms of
architecture. The Fig. 3 shows the complexity for normal basis
multiplier.

Fig. 3. The complexity for parallel and series multiplier.

Let mi,j,k is the binary value in(i, j) element of kth
matrix of M , where0 ≤ i, j, k ≤ m − 1. There are some
characteristics in the key functionM of bit parallel multiplier.

1) mi,j,k = mj,i,k.
2) mi,j,k = mi−1,j−1,k−1.
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3) If i + 1 = k, thenmi,i,k = 1. Otherwisemi,i,k = 0.
4) If m is even, thenmm/2,m/2+i = m0,m/2,i, where0 ≤

i ≤ m/2− 1.

The number of XOR gates inSv is different from the other
Si when m is an even number. Note that, althoughε = 0.5
for m being an even integer, the number of XOR gates inSv

is still an integer. Then, one can see thatH(δv) is an even
integer for all even values ofm. Thus, the total number of
XOR gates in the reduced redundancy multiplier is

NX = m((
m− 1

2
) + v +

v−1∑
i=1

(H(δi)− 1) + εH(δv)− 1)

= m((
m− 1

2
) +

v−1∑
i=1

H(δi) + εH(δv))

The total number of ones in the representation of all entries
of M,NM , is found by adding the ones inMi. As

CN = H(Mi), i = 0, 1, ...,m− 1,

thus

NM = mCN .

This number is equal to the sum of the number of ones in the
representation of all entries of triangular matrix and twice of
those in upper matrix ofM , i.e,

NM = ND + 2NU

and

NU = m(
v−1∑
i=1

H(δi) + εH(δv))

By above equation and assigningNM = mCN andND = m,
we have

v−1∑
i=1

H(δi) + εH(δv) =
CN − 1

2
.

Finally, we have

NX =
m

2
(CN + m− 2).

The number of XOR gatesNX as given in above equation can
be reduced by using optimization techniques. The time delay
of the MO multiplier,TC , is given by

TC = TA + dlog(CN+1)
2 eTX

and the number of XOR gates and the time delay of type-II
optimal normal basis multiplier are

NX = 1.5m(m− 1)

and

TC = TA + (1 + dlogm
2 e)TX .

V. SIMULATION RESULTS

When coordinates ofδi have consecutive ones in its rep-
resentation with respect to the normal basis, the XOR count
of the Si can be reduced by reusing partial sums. One such
method has been shown in the Table IV where the prime is
2m+1. Since the number of XOR gates saved by this method
depends on the representation ofδi , we show it with an
example. LetF28 be the finite field generated by the irreducible
polynomial p(x) = x8 + x4 + x3 + x2 + 1 whose root isα,
i.e., p(α) = 0. The M matrix can be represented as

M =



α2 α3 α5 α9 α0 α16 α14 α10

α3 α4 α6 α10 α α0 α15 α11

α5 α6 α8 α12 α3 α2 α0 α13

α9 α10 α12 α16 α7 α6 α4 α0

α0 α1 α3 α7 α15 α14 α12 α8

α16 α0 α2 α6 α14 α13 α11 α7

α14 α15 α0 α4 α12 α11 α9 α5

α10 α11 α13 α0 α8 α7 α5 α


The cyclotomic cosetδi of M has the same terms

δ1 = δ2 and δ0 = δ3

Another example is given as follow: A type-I optimal
normal basis is generated by roots of an irreducible all one
polynomial. An all one polynomial of degreem has its all
m + 1 coefficients equal to 1, i.e.,

P (x) = x4 + x3 + x2 + x + 1.

The Mi based on the all one polynomial has the sameδi and
O(α) = 5. The key function is written as

M =


α2 α3 α5 α9

α3 α4 α6 α10

α5 α6 α8 α12

α9 α10 α12 α



=


α2 α3 1 α4

α3 α4 α 1
1 α α3 α2

α4 1 α2 α



=


0 0 1 0
0 0 1 1
1 1 0 0
0 1 0 1

α + ... +


0 1 1 0
1 0 0 1
1 0 1 0
0 1 0 0

α3

where theδ2 has consecutive ones in its representation with
respect to the normal basis as follow:

0 0 1 0
0 0 1 1
1 1 0 0
0 1 0 1


︸ ︷︷ ︸

M0

,


1 0 1 0
0 0 0 1
1 0 0 1
0 1 1 0


︸ ︷︷ ︸

M1

,


0 0 1 1
0 1 0 1
1 0 0 0
1 1 0 0


︸ ︷︷ ︸

M2

,


0 1 1 0
1 0 0 1
1 0 1 0
0 1 0 0


︸ ︷︷ ︸

M3
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The δn
2

= 1 of Mi is the same, soM has the redundancy. We
present an alternative design for multiplication in the normal
basis for the fieldF2m generated by signal reuse method. Table
IV shows contents of various2m+1 variables of the proposed
method of signal reuse.

TABLE IV

THE PROPOSED SIGNAL REUSE FOR2m + 1 < 50

1.2m+1 is prime 2 3 5 6 8 9
2.2 is primitive in Z2m+1 • • • •
3.2m + 1 ≡ 3 mod 4,2 gen. QR •
4.2m + 1 ≡ 1 mod 4,2 gen. QR •
Type 2 (1

⋂
(2

⋃
3)) • • • • •

Type 3 (1
⋂

(3
⋃

4)) • •
1.2m+1 is prime 11 14 15 18 20
2.2 is primitive in Z2m+1 • •
3.2m + 1 ≡ 3 mod 4,2 gen. QR •
4.2m + 1 ≡ 1 mod 4,2 gen. QR •
Type 2 (1

⋂
(2

⋃
3)) • • •

Type 3 (1
⋂

(3
⋃

4)) • •
1.2m+1 is prime 21 23 26 29 30
2.2 is primitive in Z2m+1 • • •
3.2m + 1 ≡ 3 mod 4,2 gen. QR •
4.2m + 1 ≡ 1 mod 4,2 gen. QR
Type 2 (1

⋂
(2

⋃
3)) • • • •

Type 3 (1
⋂

(3
⋃

4)) •
1.2m+1 is prime 33 35 36 39 41
2.2 is primitive in Z2m+1 • •
3.2m + 1 ≡ 3 mod 4,2 gen. QR • •
4.2m + 1 ≡ 1 mod 4,2 gen. QR
Type 2 (1

⋂
(2

⋃
3)) • • • •

Type 3 (1
⋂

(3
⋃

4)) • •
1.2m+1 is prime 44 48 50
2.2 is primitive in Z2m+1 •
3.2m + 1 ≡ 3 mod 4,2 gen. QR
4.2m + 1 ≡ 1 mod 4,2 gen. QR •
Type 2 (1

⋂
(2

⋃
3)) •

Type 3 (1
⋂

(3
⋃

4)) •

VI. CONCLUSIONS

Proposed in this work is a low-complexity Massey-Omura
Multiplier based on normal bases in a variety of finite fields.
We used this parallel architectures for Massey-Omura mul-
tiplier with the modified multiplier matrix structure and a
low-complexity method is criticized for designing the mul-
tiplier, due to the fact that the operation complexity varies
exponentially with the degree of irreducible polynomial in
large finite fields. Rather the complexity exhibits a repetition
reduction method dependence on good irreducible polynomials
when performing multiple operation, making it applicable to
a multiplier with a large finite field.
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