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Abstract 

This paper presents a novel low-complexity 
informed embedding algorithm based on a modified 
trellis structure for a digital watermarking system. 
The scheme can embed adaptive robust watermarked 
messages for various applications. This scheme uses 
the codewords of a nested block code to label the arcs 
in the trellis structure so that each codeword can 
carry different amounts of hidden payload. The 
proposed algorithm can perform iterations to 
determine a tradeoff between robustness and fidelity 
by using numerous controllable parameters. Finally, 
the experimental results demonstrate three objectives: 
(1) The effect of controllable parameter on the 
proposed watermarking scheme; (2) The robustness 
and fidelity performance of this algorithm in various 
attack channels, such as Gaussian noise and JPEG 
compression; (3) The computation complexity, which 
requires less operation complexity compared with 
Miller’s informed embedding method. 
Keywords: Informed embedding, Digital 
watermarking, Nested linear block code. 

1. Introduction 

 Watermarking is a common technology where 
the secret message is protected under the cover data 
of some media. The primary goal of steganography is 
to minimize the fidelity and error probability of set 
go in communication transmission. In order to satisfy 
the mentioned above, binning scheme is one of the 
solutions. Binning scheme is a key technique of great 
significance in information theory [2-7] [12] [18]. 

The binning methods employed to embed data 
are commonly referred to as coding with side 
information, where the cover object or side 
information is referenced in an embedder when 
performing data embedding [17]. 

 
 
 
 
 
 

Referring to [1] and [2] for a comprehensive 
survey of data hiding codes, the considered 
watermarking system had no knowledge of the host 
signal in the receiver, that is, a watermarking system 
with a blind detector. To embed a watermark in such 
a system, a host signal can be viewed purely as noise 
called blind watermarking, or exploited as side 
information called informed watermarking. The 
corresponding system with a blind detector and 
informed watermarking can be modeled as 
communication with side information at the 
transmitter [3], and allows more effective watermark 
embedding and detection methods. In general, the 
encoding process of informed watermarking is 
divided into informed coding and informed 
embedding. The purpose of informed coding is to 
choose a message codeword from a collection of 
possible candidates to represent this watermark. This 
message codeword must have minimal perceptual 
distortion to the host signal compared with other 
candidates.  

In common applications, channel coding is done 
with imperfect knowledge of the channel conditions 
or noise. To minimize the distortion of watermarking, 
we will employ the coset code based on trellis 
structure. For implementation concerns, we introduce 
the structure of a nested binning scheme. The data 
classification is achieved by means of a convolutional 
code structure in a binning method, like nested linear 
block code as well [2] [8-12]. In principle [13], the 
early work of Costa provides the extreme rate in 
binning methods when encoding the data is subject to 
noisy constraints. However, Costa’s theory is only to 
show that there is an existence of coding scheme that 
achieves the fundamental bounds. Nonetheless, it 
provides neither a concrete codes nor 
computationally efficient algorithms [14-16]. When a 
coding scheme is built to reach such limit, two 
concerns are raised as follows: 1. With reference to a 
coding scheme, it requires a well coding structure, 
and usually work in sufficient large code length. 2. 
The efficient embedding algorithm is found on the 
basis of such a coding structure, when the first 
requirement is once met. 

Instead of using randomly generated reference 
vectors as arc labels as in [13], we modified this 
trellis structure using the codewords of a nested block 
code to label the arcs in the trellis. The advantage of 
using such codewords is that they can be easily 
obtained in the tradeoff between embedding capacity 
and message robustness. We subsequently applied the 
characteristic of the linear nested codes to the trellis 
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partition. We propose a modified trellis structure, in 
which each arc is labeled with nested codewords for 
each trellis section. By using the input number and 
the memory state of a convolutional code, the 
embedded structure can modify the capacity and 
robustness of embedded messages. By adjusting the 
controllable parameters, the user can flexibly make a 
tradeoff between the embedding fidelity and 
embedding robustness.  

The proposed algorithm is intended to meet two 
objectives. The first is to minimize the position of the 
changes of watermarked images in a trellis section by 
using an optimal quantized algorithm based on a 
nested block code [19-21]. The second is to embed a 
message based on the low-complexity section-based 
informed embedding (SBIE) algorithm, to minimize 
the amplitude of watermarked images. The SBIE 
algorithm is section-based, rather than using an entire 
trellis in iteration. The section-based method enables 
algorithm performance in each section with an 
iterative operation to find the suitable embedding 
watermarked images. The experiment indicated that 
the algorithm achieves a lower degree of complexity 
and excellent results under an AWGN attack at the 
cost of robustness. The proposed algorithm can be 
easily implemented with less complexity. The 
experiment with the proposed algorithm was 
compared with that in [13]. First, considering 
embedded distortion and capacity, the parameters are 
simulated as a function of watermarked image quality. 
Second, we report the robustness performance of this 
algorithm in terms of Gaussian noise. Finally, we 
briefly tabulate the complexity comparison. 

The rest of the study is organized as follows: 
Section 2 presents a brief review of trellis-based 
informed embedding in [13]; Section 3 provides a 
description of our major work on informed 
embedding; Section 4 provides experimental results; 
and finally, Section 5 offers conclusions. 

2. Basics of Informed Embedding 

Linear block codes and convolutional codes have 
a natural trellis structure, in which every path 
represents a codeword. Let S = {s0, s1,· · ·, sL} represent 
one state sequence in a L-section trellis T and y = 
{y1,· · ·,yL} denote the received sequence. Viterbi 
algorithm [22] is an efficient way to find an 
optimum state sequence S∗, or an equivalent 
optimum path, with respect to a maximum-likelihood 
criterion 
       ( )1

1
arg max ln ,

L

k k kS T k
S* p y | s ,s−∈ =

= ∑  (1) 

                   
where p (yk |sk−1, sk ) is the k-th branch metric between 
the states sk−1 and sk in the trellis. 
 

The main goal of informed embedding is to find a 
good watermarked image which is not only inside the 
decoding region of the message codeword, but also 
has the minimal perceptual distortion from the host 
signal. It is in general difficult to find this optimal 
watermarked image. However, there are several 
approaches to find other suboptimal watermarked 
images, such as trellis-based informed embedding by 
Miller etc. [13]. 

Assume each path in the trellis corresponds to a 
message codeword of a watermark. The trellis-based 
informed embedding in [13] employs the Viterbi 
decoder to find a good watermarked image. This 
embedding algorithm, as illustrated in Fig. 1, 
requires iteratively updating the watermarked signal 
by running the Viterbi decoder to identifying a 
vector, c1 in the first iteration, which has the highest 
correlation with the current watermarked signal, x0 

= v. Using vectors c1 and x0, we then obtain a 
new watermarked signal x1, which is closer to the 
decoding region of the message codeword w. The 
embedding process does not terminate until the 
final watermarked image falls inside the interior of 
the Voronoi region of w.  The final watermarked 
image of this algorithm, x

2 in Fig. 1, might not be 
the same as the optimum one, x in Fig. 1.  The 
complexity of this embedding process is high since 
Viterbi decoding is usually repeated many times 
before a final watermarked image is obtained. 

This paper proposes a trellis-based informed 
embedding with controllable parameters by 
modifying the arc labels of the trellis structure in [13]. 
The basic block diagram of this embedding method is 
shown in Fig. 2. As done in [13], the watermark 
message is embedded in the frequency domain of the 
host signal, rather than on the host image itself. First, 
a host signal Io with dimensions N = 512×512 is 
divided into 4096 blocks of size 8×8; then each block 
is converted into the frequency domain using the 
DCT transform. The first 12 low-frequency AC 
coefficients in each block, shown in Fig. 3 of [13], 
are extracted and concatenated to form the extracted 
vector v. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: A trellis-based informed embedding [13] 
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Figure 2: Informed embedding based on 

controllable parameters 
 

Every n coefficients of v are then used to embed 
each bit of L bits watermark and form the 
watermarked image x, where L = 4096×12/n. Finally, 
we put the elements of x back into their respective 
DCT coefficients, and covert all DCT blocks back to 
the spatial domain, called Iw in Fig. 2. 

Since the extracted vector v is available at the 
transmitter, the output of the informed embedding is 
denoted by ( )βα ,,,vwfx = , where robust factor α 
and step factor β are controllable parameters for 
message codeword w and extracted vector v 
respectively. The embedding goal attempts to satisfy 
two conflicting criteria: x should be perceptually 
indistinguishable to v, and at the same time x should 
be also close enough to w for enhancing robustness. 

3. Proposed Method 

For the proposed informed embedding scheme, 
this paper used section-based embedding algorithm 
instead of the informed embedding algorithm of [13]. 
The four inputs to the embedder were the extracted 
vectors from the host sequence  v={v1,v2,…,vL}, 
the message codeword w={w1,w2,…,wL}, and the 
controllable factors α and β, where the vk and wk are 
vectors of length n with Lk ≤≤1 . The parameters α 
and β control the quality of the watermarked image 
regarding fidelity and robustness. 

The output of the embedder, watermarked 
sequence x, was subsequently passed through the 
attack channels, such as the Gaussian noise, JPEG 
compression, and so on, as illustrated in Fig. 2. The 
decoder produced the watermark estimate ( )ygm =ˆ , 
where y is the extracted vector of the received signal 
after the channel distortion, as illustrated in Fig. 2. 
The proposed informed embedding algorithm was 
based on trellis partition. In time k, the extracted 
vector vk of n components is one of the real spaces of 
dimension n. The real space of dimension n was 
partitioned into 2m regions by a (n, m) linear block 
codes Γ in each trellis section. We used a simplex as a 
linear block code. The purpose of using the simplex 
code is to obtain excellent robustness and space 

partition. Each trellis section is a mapping from the 
real space to the code space, which is represented by 
a codeword index set. The mapped B is mapped as 

 

        },...,,{:
221 mcccRB n →  (2) 

 

where Γ={c1, c2,…,c2
m} denotes the set of 2m disjoint 

regions. Each region in the partition is associated 
with a represented codeword. The set of represented 
codewords is referred to as the object wk of an 
extracted vector vk. In this paper, the measure of 
distortion mean-squared error (MSE) distortion was 
as follows: 

 

      ][)( 2|w|xE,wxd kkkk −=  (3) 
 

where xk is an arbitrary vector over Rn, and wk is a 
message codeword in the kth trellis section. In 
general, the d (xk, wk) common choice is the 
Euclidean distance or Hamming distance. 
 
3.1 Informed Embedding Using Nested 

Linear Codes 
Researchers developed numerous embedding 

algorithms for minimizing the changes in binary 
embedding [19-21]. The subsection presents a 
discussion on minimizing the distortion of the 
changes of the watermarking vector w. 

We first quantize the extracted vector v and 
watermarking vector w into binary symbols as Q2(v) 
and Q2(w), respectively. To minimize the distortion of 
the changes of watermarking vector in the binary 
domain is described as follows. 
Given a nested block code (C2, C1), where C2 = (n, 
k2), C1 = (n, k1), m2 = n - k2, m1 = n - k1 and k1 > k2, 
the embedding rate Rm is (k1- k2) / n = (m2 - m1) / n. 
The primary purpose of the C2 code is to find the 
minimum quantization distortion. For an embedder 
realized using the nested binary codes, the average 
weight of the toggle vector E [w (eopt)] is estimated 
by the coset leader of a good fine code C2. The nested 
block embedding code is constructed as follows. A 
(C2, C1) nested binary embedding code of length n 
bits is characterized by the use of a parity check 
matrix 
 

    







=

∆H
H

H 1
2  (4) 

 

where { }( ) nmmH ×−
∆ ∈ 121,0  and { } nmH ×∈ 11,01 . H2 

and H1 are two parity check matrices of binary linear 
fine codes C1 and coarse codes C2, respectively, 
where C2 is nested in C1, that is,    .  The C2 code 
is defined as }0|{ 22 == uHuC , where the vector 

nFu 2∈ . The set consisting of the vector u, 
corresponding to the identical s2, is referred to as the 
coset of the code C2, defined as 
 
 

11



International Journal of Computer, Consumer and Control (IJ3C), Vol. 2, No.4 (2013) 
 

     
(5) 

 
where eopt denotes the coset leader which represents 
the minimal Hamming weight in each coset set. The 
Voronoi set V0 = {eopt, i | i =1,…, 22m } consists of all 
the coset leaders eopt, i for each coset. The C1 is 
partitioned into 122 mm −  coset of C2 as 
 
   

∆∈

− −=+=
seH

mm
iopt

T
iopt

ieCC
,2

12 12,...,1,0,,21  (6) 

 
where sΔ= [0… 0 sl] and { } 121,0 mm

ls −∈ . We employ 
the nested scheme to realize the embedding algorithm 
and briefly describe the optimal embedding algorithm 
by using a nested block codes.  

Considering the case where, given a host Q2 (v) = 
u, an optimal stego l' with syndrome sl, is about to be 
determined. We assume the existence of a coset 
leader vector eopt = u+ l', the closest to sequences u 
and l'. The host u and the optimal stego l' are of an 
optimal error vector eopt with a constraint 

).δnδewE 500()]([ ≤≤≤ . To describe the quantizer C2 
used to determine the optimal stego vector l', we 
introduce the module operation. 
An arbitrary        can be quantized by the 
quantizer C2, and the optimal quantization error eu 
can be expressed as a decoding function, as 
 

   

2

ˆ

 mod      

 ) ,ˆ( min arg    
)(    

)(

2

Cu

uuud
Huf
sfe

Cu

opt

uoptu

∆

∈

=

+=

=

=

 
(7) 

 
where fopt (·) represents the maximum likelihood (ML) 
decoding for the quantizer C2. Determined through 
ML decoding, the optimal quantization error eu is 
added to u to recover the codeword 2Cc∈ , which 
is the closest to the vector u. We further illustrate the 
quantizer C2 as C2’s coset, 1,22 CeCC iopt

s ⊂+=∆ , 

where ∆∈ seH T
iopt ,2 . An arbitrary host vector 

nFu 2∈ is quantized using ∆sC2  as 
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where the       and      
 
 
 
 
 

We offer a low bound Dbound to explain that the 
Dopt is limited under the bound Dbound. We describe 
the useful bound for a C2 code as follows. A C2 (n, k2, 
λmin) code is capable of correcting                
number of bits, so a standard array of size 

kmm 22 12 ×−  can be built in Fig. 4. Alternatively, the 
required coset leader can be precisely determined to 
perform binary data embedding, known as optimal 
embedding. Upon locating all the sequences in the 
coset leaders, the remaining is of a weight larger than 
t + 1. However, we assume such weight to be 
identical to t + 1, leading to a code referred to as the 
quasi-perfect code. The average Hamming code 
weight of the coset leaders within a standard array is 
given as follows. 
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The average block distortion Dopt of suboptimal 

or optimal decoding of an arbitrary linear code is 
higher than Dbound. However, in the case of a (n, k) 
perfect linear code, the preceding equation can be 
expressed as knt

iopt i
n

iD −


















= ∑ 2/ . 

We illustrate an embedding scheme with a 
standard array for an embedding quantizer. The 
quantization module in the embedding module 
attempts to determine the optimal toggle vector eopt. 
To determine the optimal toggle vector eopt, we use a 
standard array to explain the embedding procedures. 
A standard array is contained in Fig. 4. There exists a 
host corresponding to an arbitrary        vector of 
length n bits in the standard array. The syndrome su = 
HuT is referred to as the host syndrome.  A  known 

binary vector of length m2 bits is 
intended for embedding. The coset leader n

opt Fe 2∈  

is discovered within a set xsC2  before a sequence, 

closest to u with syndrome '
ls . The syndrome sx is 

determined by adding the logo vector '
ls  to su. From 

the decoding view-point, the coset leader eopt can be 
discovered through a decoding function, expressed as 
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where the stego vector '1
lsHl −=  and the notation f 

(·) are referred to as the ML decoding function. 
Suppose the existence of a vector is xsCx 2∈ , which 

satisfies sx = HxT and represents a coset xsC2  of the 
code C2, which is intended to seek x with minimal 
weight, that is, eopt, which is expressed as 
 

       
( )

( )
2

2

 mod       
                          

, min arg
2

Cx
xQx

xcdHxe
Ccopt

=
+=

+=
∈  (11) 

 
The above formula expresses the third step in the 
embedding procedures in Fig. 3. Once discovered, the 
coset  leader  eopt  is  added  to  the  host as u, 

  is the sequence closest to the 
sequence u within nF2  dimensional space, and 

contains the logo sequence '
ls . 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3: Embedding procedure 
 

Although we adopt a good C2 code quantizer for 
optimal embedding, the optimal embedding (i.e. ML 
decoding) leads to high decoding complexity for a 
sufficiently large C2 code. A large value of k2 renders 
the ML algorithm, combined with a standard array, 
infeasible when performing a binary embedding. As 
an uncommon approach, it is only viable for a small 
value of k2.  

In the receiver, the received signal is 
 

   ,' Nly +=                (12) 
 
where N is the channel attack. We also obtain the 
decoder output as 
 

( )
( )      ,'   

'

1

1

NlQ
yQl
+=

=            (13) 

 
 

where Q1(·) is a ML decoding function. The l’ is used 
to extract the embedding message sl as 
 

   .'Tl lHs ∆=               (14) 
 
Finally, the receiver perfectly obtains the embedded 
message sl. 

In accordance with the aforementioned, the 
optimal toggle vector eopt (i.e., the coset leader) is 
requested to be found for a nested course code C2 and 
is intended, in the syndrome domain, to solve the 
equation H2lT+H2uT=H2xT, where (H2)-1(0,…,0 sl)=l. 
We consider the following as a simple and 
straightforward embedding method. Adopting a 
systematic nested coding with parity check matrix H2 
= [P I] in the code domain, the aforementioned 
equation is identical to sx = Hs x = Hs(u + l). Given 
the arbitrary host u and the logo sl, the toggle vector x 
can be determined immediately, assuming that l = 
(0,…,0, sl), the front of sl is padded (n - m2 + m1)’s 
zeros to generate the 1Cl∈ , is a solution and H2lT= 
(0,…,0, sl)T . Finally, we obtain the output x = u + l of 
the embedder illustrated as follows. 

Given a (C2(8,4,4), C1(8,6,2)) nested block 
embedding code for binary embedding,  a 
systematic parity check matrix is considered as 
follows. 

       ,

10001110
01001101
00101011
00010111

1








=



















=
δH

H
sH    (15) 

where the H1 and δH  are size 2×8. Suppose that 
there exists a logo vector l of length 8 bits within the 
C1 code. Regard sl = (11) as the logo symbol of 
length 2 bits intended for embedding into a cover u = 
(10001111), and with 6 number of 0’s padded to its 
left, a vector l of length 0 bits is hence formed as 
 

       ( ) ( )00000011000000 == lsl  (16) 
 
Where                 , and the toggle vector x 
given by 
 

( ) ( ) ( )100011001000111100000011 =+=+= ulx  (17) 
 
The vector       , corresponding to the sequence of 
length 8 bits, can thus be found. For the systematic 
form reason, a vector ( ) 100000011 Cl ∈= , 
corresponding to the syndrome sl = (11), can be easily 
determined. Obtaining the toggle vector x does not 
guarantee an optimal one. To determine the optimal 
toggle vector eopt, the toggle vector x can be decoded 
by ML algorithm as follows. 

( )cxdHxe
Ccopt ,minarg

2∈
+=  

( ) ( )1000111010001100 +=  
( )00000010=  

(18) 
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T slH 10==δ

nFx 2∈

13



International Journal of Computer, Consumer and Control (IJ3C), Vol. 2, No.4 (2013) 
 

Finally, the stego vector is obtained as  
( ) ( ) ( )100011010000001010001111 =+=+=′ opteul

and ( )TTlH 11=′δ . 
 
3.2 Section-based Informed Embedding 

(SBIE) Algorithm 
 

Let w = (w1,…,wL) be a valid path of the trellis, 
encoded from the watermark m = (m1,…,mL), and v = 
(v1,…,vL) be the extracted vector from the host signal. 
Each vector wk is a codeword of length n in Γ. The 
embedder produces a watermarked sequence 
x={x1,x2,…, xL} by a section-by-section trellis-based 
function x = f (wi, vi, α, β), Li ≤≤1 , where step 
factor ]1,0[∈β  and robust factor 1≥α . The 
geometrical interpretation of the proposed embedding 
algorithm in the k-th section is shown in Fig. 4, in 
which the k-th component of watermarked image is 
iteratively updated toward to the decoding region of 
wk.  

In the k-th section of the trellis, we modify the 
k-th component of the extract vector vk to form the 
k-th component of the watermarked image xk 
iteratively. The proposed informed embedding 
attempts to find xk such that xk has minimum 
degradation from vk, and at the same time is closer 
to     , compared to other candidates Γ∈cc,α , 
i.e., 

 
( ) ( ) , and    ,,|, kkkk wccxcdxwd ≠Γ∈≤ αα  (19) 

 
where d (a, b) is the Euclidean distance between a 
and b. The detail procedure of finding such xk is 
explained as follows. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4: A geometrical interpretation of proposed 

informed embedding 
 

Let hk be the sign vector between vk and wk ; i.e., 
for each component of vk and wk, we define 

 
( ) ,1   ,sgn ,,, niwvh ikikik ≤≤⋅=  (20) 

 
 

where sgn(a) = 1 if 0≥a  and sgn(a) = 0 if 1 <− a . 
We then construct the i-th component of xk as follows: 
if hk,i = 1 then xk,i=vk,i, and if        , then 
 

( )
( )




≤⋅+
>⋅−

=
0 if    ,,
0 if    ,,

,,

,,
,

ikkkik

ikkkik
ik vvwdv

vvwdv
x

αβ
αβ  (21) 

In other words, we move vk toward to wk by a 
distance βd(αwk, vk) for those positions in which vk 
and wk have different signs. If current xk satisfy (19), 
we then move to the (k+1)-section, otherwise we 
substitute vk by current xk and repeat the procedures 
in (20) and (21). The proposed informed embedding 
causes perceptual degradation of the host signal for 
different α and β, and we can thus adjust the value of 
α and β to achieve good trade-off between the fidelity 
and robustness in watermarked images. The proposed 
informed embedding algorithm is summarized as 
follows. 

1). Let k = 1 and initialize xk=vk. Choose a robust 
parameter 1≥α  and step parameter

[ ]1,0∈β . 
2). If the current xk satisfy the criterion (19), 

move to step 4, otherwise substitute vk by xk. 
3). Update the k-th watermarked image xk by (20) 

and (21), and move to step 2. 
4). If k = L then terminate, otherwise let k = k + 1 

and xk = vk, and go to step 2. 
Above algorithm has much less complexity since 

the modification of xk is executed section-by-section 
in the trellis without the accumulation of the 
distortion in the first (k - 1) components between the 
message codeword and the current watermarked 
image. We propose another informed embedding 
scheme by Viterbi algorithm that accumulates the 
total perceptual distortion to improve the fidelity 
between the message codeword and the current 
watermarked image. 

First, we start with x = v, and initialize the state 
metric ( ) 0000 ==sα  and ( ) ∞=≠ 000 sα  At the 
k-th time unit of the trellis, we then define the 
accumulation metric due to the label ( ) Γ∈− kk ssc ,1
as the addition of the branch metric in c(sk-1, sk) to the 
previously stored state metric αk-1(sk-1), i.e., 

 
( ) ( ) ( )( ).,,, 1111 kkkkkkkc xsscdsssJ −−−− += αα  (22) 
 
Instead of using (19) as the criterion for the k-th 

component of the current watermarked sequence in 
the previous algorithm, we use the accumulation 
metric (22) as the criterion. That is, in the k-th section, 
we continue updating xk until the accumulation metric 
with respect to the message codeword wk is smaller 
than the accumulation metric with respect to any 
other codeword in Γ, i.e., 

 
( ) ( ) . and     ,,, 11 kkkckkw wccssJssJ

k
≠Γ∈< −−  (23) 

 
 

kwα

1, −=ikh
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The watermarked image based on the criterion 
(23) might lie in the boundary of the decoding region 
of the message codeword. We can increase the 
robustness of the watermarked image by subtracting 
some threshold value in (23): 

 
 ( ) ( ) . and     ,,, 11 kkkkckkw wccRssJssJ

k
≠Γ∈−< −−

 (24) 
There are many ways to choose Rk. Here, we first 

choose a constant threshold R, and then let 
L
RkRk = . 

We will use the same procedure, the equations (20) 
and (21), to update the current xk until xk satisfies the 
criterion (23) or (24). Moreover, after we find xk for 
the k-th section, we then update each k-th state metric 
in the k-section by 

 
( ) ( ) ( )( ){ },,,min 111

1
kkkkkskk xsscdss

k
−−− +=

−

ααα  (25) 
 

where the minimum is taken over those 1−ks  
connected to sk. This informed embedding algorithm 
with distortion accumulation is summarized as 
follows. 

1. Let k = 1 and initial xk = vk. Choose a robust 
parameter 1≥α  and step parameter

[ ]1,0∈β . 
2. If the current xk satisfy the criterion (23), or 

(24) for some threshold R, move to step 4, 
otherwise substitute vk by xk. 

3. Update the k-th watermarked image xk by 
(20) and (21), and move to step 2. 

4. If k = L then terminate, otherwise let k = k 
+1 and xk = vk, update the state metric 

( )kk sα  by (25), and go to step 2. 
The complexity of this algorithm is higher since 
current optimum state metrices and paths have to be 
stored for each states in the trellis. 

The proposed embedding system is built by a 
trellis code and each path through this trellis 
represents a specific watermark message. Let the 
extracted vector of the received sequence be denoted 
by y={y1,…,yL}, where each vector yi is of length n. 
We then execute the Viterbi decoder [22] to find an 
optimum path which has the highest correlation with 
the extract vector y. Finally, the watermark message 
can be identified from this optimum message 
codeword. 

4. Simulation Results 

As shown in [13], a host signal with dimensions 
512512×=N  was first divided into 4096 blocks of 

size 88× ; subsequently, each block was converted 
into the frequency domain using its DCT transform. 
The first 12 low-frequency AC coefficients in each 
block, shown in Fig. 2 of [13], were extracted and 
concatenated, and every n = 31 coefficient was 

subsequently used for embedding each bit of a 
watermark of 158531/124096 =×=L bits. The trellis 
was constructed by a ( )2/2,1,2 126 m−  convolutional 
code, and the labels of the trellis arcs were a 

( ) ( )( )112 31,31,5,31 mCC −  nested simple code. The 
nested simple code has an embedding rate 

( ) 31/26 1mRm −= . The parameter m1 is capable of 
controlling the tradeoff between watermarking 
robustness and embedding rate. The experiment can 
be divided into two sections. We minimize the 
distortion of the changes of the watermarked images 
using the algorithm in Subsection 3.1 and then 
minimize the amplitude of different digital from the 
extraction using the SBIE algorithm described in 
Subsection 3.2. Subsequently, the watermarked image 
quality is defined as 
 

    ,
MSE
255log 10PSNR

2

10=  (26) 

 
where MSE represents the mean squared error 
between the original image I0 and watermarked 
image Iw: 
 

( ) ( )( )   .,,1MSE
512

1

512

1

2∑∑
= =

−=
i j

wo jiIjiI
N

 (27) 

 
Let the step parameter β = 0.1, Fig. 5 shows the 

PSNR performance verse the robust parameter α for 
the proposed embedding algorithms, consisting of 
proposed SBIE algorithm with threshold value R = 0, 
5, 10, 20 ,respectively. As expected, the PSNR of the 
watermarked image decrease when the robust 
parameter increases. For the following simulations, 
we compare the BER performance of the watermark 
message under the same PSNR value of all 
embedding methods. Based on the simulation results 
of Fig. 5, we choose α = 10, and α = 45.3, 43.3, 42, 
and 39 ,respectively, whose threshold value is equal 
to R = 0, 5, 10, 20, respectively. The PSNR of these 
embedding methods is about 29.8 dB. 

1). Tradeoff between watermarking 
robustness and embedding rate over 
AWGN channel  

(1) Gaussian channel 
A white Gaussian noise n with 

mean 0 and variance 2
nσ  is added to 

the watermarked image Iw: 
 

             .nIr w +=  (28) 
 

The extract vector y of r is formed by 
block DCT transform, and the Viterbi 
decoding is executed on y to find the 
optimum watermark message. The 
experiment was repeated for variance 
ranging from 50 to 400, and the BER 
has been computed and shown in Fig. 
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6. Numerical results show that the 
BER of the proposed embedding 
method decreases when the threshold 
value R  increases. Fig. 6 also shows 
that the proposed embedding method 
has better BER, compared to others 
in low noise variance. However, as 
the noise variance increases, the BER 
of the embedding method 
outperforms the BER of the 
embedding methods and in [13]. 
 

(2) JPEG  compression 
For the robust experiment on JPEG 

compression, all coefficients of the 8×8 
DCT transform of the watermarked image 
is first multiplied by a global quantization 
level i, which is related to a quality factor 
(QF) by 

 

            .
100QF50 if
50QF0 if

     
,02.02

,50







≤≤
<≤

⋅−
=

QF
QFµ  (29) 

 
Then each coefficient of the 

modified DCT matrix above is multiplied 
by the corresponding value in the 
following quantization matrix 

 

































9910310011298959272
10112012110387786449
921131048164553524
771031096856372218
6280875129221714
5669574024161314
5560582619141212
6151402416101116

 

 
We summary the numerical results 

in Fig. 7, expressed in terms of JPEG 
quality factor QF. The BER of the 
proposed methods decreases rapidly 
when QF<25, and achieves the error 
floor region when QF>25. Numerical 
results also show that the methods have 
better BER performance in low JPEG 
compression quality, compared to the 
algorithm in [13]. 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5: PSNR performace vs. robust factor. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6: watermark robustness under AWGN 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7: watermark robustness under JPEG 
compression. 

 
2). Performance for parameters α and β 

We simulated the fidelity, robustness and 
complexity by aiming at parameter α  and 
β . The PSNR, as shown in Table 1, is 
presented as a function of α and increased 
with β. The parameter α is a constant 
controlling the embedding strength. We chose 
α to produce various robustness messages. The 
degradation in fidelity was measured using 
MSE distortion. For the large α value, the 
robustness is greater than for the small α value. 
Image quality depends on parameter β, the 
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iteration step factor. The higher the value of β, 
the lower average number of iterations 
required to reach the expected robustness of 
the objective codeword, with degrading image 
quality. Therefore, the value of β can be varied 
to change the operational complexity when the 
proposed algorithms are performed. 

 
Table 1: Fidelity experiments with variant 𝛂 and 

𝛃 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
3). Computational complexity 

We compared the algorithm complexity in 
[13] and that proposed in this study. The 
proposed algorithms for minimizing the 
distortion of the changes of watermarked 
images (Subsection 3.1) and minimizing the 
amplitude of the watermarked image 
(Subsection 3.2) incur major computational 
complexity. The number of codewords in the 
trellis section is restricted to the trellis 
structure of convolutional codes, and the total 
number of arcs is small. Therefore, the 
proposed algorithm in Subsection 3.1 easily 
obtained the optimal codeword candidate and 
only consumed a number of operational 
complexities. For the SBIE algorithm in 
Subsection 3.2, the Add-Compare-Select 
(ACS) operation in each section in the 
memory or the accumulated Viterbi algorithm 
leads to a more complex embedding algorithm, 
such as that in Miller’s work, compared to that 
of a memoryless structure of operational 
complexity. Thus, three complexity 
parameters in the trellis structure are defined 
as follows: The decoding process in ours and 
Miller’s algorithms are both based on the 
Viterbi algorithm. Assuming that there are Ca 
number of arcs in each trellis section, it is 
required to calculate the same number of 
Euclidean distances. With Ce symbolizing the 
complexity in evaluating each Euclidean 
distance, a total complexity of Ca×Ce is 
required for each section. In addition, the 
survival path depends on the ACS operations 
in each section, and the different informed 

embedding algorithm yields different number 
of ACS operations. Consequently, for the same 
length of the watermarked images, the 
computational complexity is directly related to 
the average number of ACS operations in each 
section. A larger number of ACS operations 
yield a higher complexity and a longer period 
to perform the operations. Assuming a trellis 
with 16 states, each with 2 arcs, the metric 
accumulated in the previous section pertains to 
the trellis states and the number of arcs. 
Because each current state is connected to two 
arcs, two adders are thus required to perform 
additions, which necessitate Ca number of 
adders in each section. Inasmuch as there are 
two arcs connected to each next state, a 
comparer is thus required for comparison. In 
brief, there are 16 next states and 32 arcs in 
each section, that is, 16 comparers and 32 
adders. Hence, the ACS complexity Cs for 
each section is given as 

 
comparersCaddersCCCC aaeas ×+×+×=  (30) 

 
As presented in Subsection, the proposed 
algorithm is a section-based informed 
embedding algorithm (i.e., a memoryless 
informed embedding approach performed 
independently in each section) that does not 
require any adder or comparer to perform 
accumulation operations. However, there are 
Ca number of comparers required in a search 
of all arcs for an object message codeword. 
The resultant complexity is expressed as 

 
comparersCCC aea ×+×  (31) 

 
For operational complexity, the proposed 
algorithm must determine the minimal 
distance ( )kk xcd ,α , regardless of whether 
the arc operation is closer to the selected 
codeword kwα in the trellis section k . The 
computation required 16 comparer-operations. 
Finally, we compared with [13] and tabulated 
as Table 2. 

 
Table 2: Number of operation for proposed 

algorithm and [13] algorithms 
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The experimental results in Table 2 
confirm that our proposed scheme not only 
provides high embedding capacity with the 
adaptive parameter m1, but also obtains low 
operational complexity compared to Miller’s 
algorithm. 

5. Conclusions 

The paper proposed an informed embedding 
scheme for adaptive digital watermarking and used a 
modified trellis structure and nested simplex code to 
embed messages. These proposed algorithms used 
nested linear block codewords to label the trellis arcs, 
and subsequently adjusted the embedding rate and 
robustness of the watermarked images by using 
numerous controllable parameters. Although Miller’s 
work offers good bit error rate performance, our 
experimental results confirm that the proposed 
algorithm possesses a higher embedding rate and 
lower complexity than that of Miller’s work. The 
proposed algorithm provides two advantages: (1) An 
adaptive design of watermarking system (i.e., the 
tradeoff between the BER and the embedding 
complexity), and the embedding rate that can be 
easily altered to meet various applications. (2) The 
computation complexity, which requires less 
operation complexity compared with Miller’s 
informed embedding method. 
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