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Abstract 

This paper presents an improved SOM-based 
dimensionality reduction method for k  nearest 
neighbor classifier called weighted self-organizing 
feature map (WSOM). The self-organizing feature 
map is one of the appropriate dimensionality 
reduction techniques for k  nearest neighbor 
classifier because it can highly maintain topological 
relationships among samples in a lower dimensional 
space. Finding the winner step of the SOM is usually 
based on the Euclidean metric. The Euclidean metric 
implies the equal importance of features, an 
impractical assumption in many applications. This 
paper proposes a feature weighting method in terms 
of the ratio of between class variance and within class 
variance in the training samples. Therefore, the larger 
weights are given to the more important features, and 
the lesser weights are offered to the less important 
ones. Both the synthetic datasets and the real-world 
datasets are used to compare the performance among 
SOM-based approaches. Experimental results show 
that the proposed method outperforms other 
SOM-based algorithms, and it is a useful feature 
reduction method for k  nearest neighbor classifier. 
Keywords: Weighted Euclidean metric, nearest 
neighbor classifier, dimensionality reduction, self 
organizing feature map 

1. Introduction 

The self-organizing feature map (SOM) is a data 
visualization tool used in many applications such as data 
mining and neural network [1]-[2]. The goal of the 
self-organizing feature map is to transform an input 
space into a one or two- dimensional discrete map for 
easily observing  topological ordering from the feature  

 
 
 
 
 
 
 
 
 
 

map. The neurons placed on the maps are based on 
competitive learning, and the winner neuron wins the 
competition according to a winner-takes-all strategy. 
The method iteratively adjusts the weights of neurons, 
and considers the final neuron weights as prototypes 
of the input dataset. Therefore, the SOM algorithm is 
also the abstraction process that generates fewer 
prototypes from the original data space. 

The great property of the self-organizing 
feature map is preserving topological mapping, and it 
often uses a 2D lattice of neurons for displaying the 
relationships among samples. This property is helpful 
for k  nearest neighbor classifier [3] which has to 
choose k  ordered patterns in the classification 
phase. The k  nearest neighbor algorithm is a simple 
and nonparametric classifier. This algorithm has only 
one tuned parameter, and it does not need any class 
distribution assumptions widely used in many pattern 
recognition applications such as face recognition and 
context classification. The classification phase of k  
nearest neighbor algorithm assigns a query pattern 
class that is the most frequently occurring in k
nearest neighbors. Since the SOM algorithm 
preserves the distance and proximity in the lower 
dimensional space, it is an appropriate feature 
reduction technique for the k  nearest neighbor 
classifier [4]. 

One drawback of the k  nearest neighbor rule 
is the dimensionality curse [5]-[6]. In general, large 
samples can maintain performance when the 
dimensionality is high. However, it usually does not 
obtain enough samples to maintain the performance 
in a high-dimensional space in the real world. A 
solution for this problem is to use a dimensionality 
reduction method for k  nearest neighbor classifier 
[3]. Using the SOM algorithm for k  nearest 
neighbor classifier is a logical way to reduce the 
number of features. The reasons are described as 
follows. First, topological mapping preservation may 
not significantly affect performance of the nearest 
neighbor classifier when there are not a large number 
of features. Secondly, using fewer features will speed 
up the classification time. Thirdly, using two 
dimensional mesh grids of neurons is easy for 
visualization and analysis. 
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Although the SOM algorithm is a useful feature 
reduction method, the structures of class samples may 
not be apparent; and the shapes may often become 
distorted because of rectangular or hexagonal shaped 
maps, i.e., fixed size of maps. Yin proposed a 
visualization-induced self-organizing feature map 
(ViSOM) [7] to solve this shortcoming. This ViSOM 
approach adds a parameter that constrains the lateral 
feedback of inter neurons and controls the map 
resolution. The mapping results have shown that 
ViSOM preserves the data structures more faithfully 
and the neurons distributed smoothly. Obviously, the 
ViSOM is helpful for visualization and data 
clustering. 

This paper focuses on another problem of SOM. 
Choosing the winner step of the self-organizing 
feature map algorithm is usually based on a typical 
Euclidean distance function. In fact, it is the nearest 
neighbor algorithm. The Euclidean metric treats all 
features equally; as a result, the nearest neighbor 
algorithm is easily over-fitted, especially in a high 
dimensional space. If the incorrect winner is chosen 
and used to adjust neuron weights on the feature map, 
the performance of SOM will be easily declined in 
the learning phase. To improve this situation, this 
study proposes a feature weighting method formed a 
weighted Euclidean distance function, namely 
weighted self organizing feature map (WSOM). The 
proposed method gives weights to features by the 
ratio of between class variance and within class 
variance from training samples. It is a similar concept 
of Linear Discriminant Analysis (LDA) [8]. A larger 
ratio value means it is a significant feature; in other 
words, it is beneficial for classification. On the 
contrary, a smaller value indicates it is an ambiguous 
feature that would lead misclassified. The weighted 
distance function makes the neighborhood of the 
input vector elongate the insignificant feature 
dimensions and shorten the more importance ones. 
Consequently, the proposed method chooses the more 
correct winner and adjusts the weights of neighbor 
neurons. For this reason, the performance of SOM 
will be improved. 

In the first experiment, this study uses a noise 
dataset to verify the proposed feature weighting 
method. The results show that the proposed feature 
weighting method can discriminate between noisy 
features and normal features. Next, both the artificial 
datasets and the real datasets are used to compare the 
performance of different feature reduction methods 
for the k  nearest neighbor classifier including 
principal component analysis (PCA), traditional SOM, 
the proposed WSOM and ViSOM. To demonstrate 
the performance with different feature weighting 
methods in WSOM algorithm, the paper uses a 
feature weighting approach based k -means 
clustering proposed by Huang [9]. The k -means 
clustering algorithm is popular and easy to implement. 
Experimental results show that using WSOM as a 

feature reduction method for k  nearest neighbor 
obtains great performance. 

The major contributions of this paper are as 
follows:  

1). the proposed feature weighting method is 
effective and easily computed. The results 
show that it achieves better performance 
than k -means clustering algorithm.  

2). the proposed WSOM method is superior to a 
traditional self-organizing feature map 
algorithm on account of the weighted 
distance in finding the winner step.  

3). using WSOM as a feature reduction 
approach for k  nearest neighbor classifier 
is appropriate and speeding up the 
classification time.  

4). the classification accuracy of the nearest 
neighbor classifier is improved while the 
proposed WSOM is used to reduce the 
number of features. 

This paper is organized in the following. We 
present related work about k nearest neighbor 
algorithm, dimensionality reduction methods and 
feature weighting methods in section 2. The details of 
WSOM algorithm is described in section 3. Some 
experimental results and comparisons with other 
methods are shown in section 4. Finally, conclusions 
are given in section 5. 

2. Related Works 

This section reviews briefly the k  nearest 
neighbor algorithmand the dimensionality reduction 
methods including component analysis, traditional 
self- organizing feature maps, and the 
visualization-induced self-organizing feature map 
(ViSOM). This section also describes some feature 
weighting methods. 

 
2.1 k Nearest Neighbor Classifier  

 
The k  nearest neighbor classifier is a simple and 

supervised classification widely used in many pattern 
recognition applications. The rule assigns a query 
pattern to the most frequently occurring in the   
nearest neighbors. The literature has proven the 
nearest neighbor rule to be robust with an asymptotic 
error rate [3]. The rule has only one tuned parameter 
and no prior knowledge about class distributions. 
Although the nearest neighbor has the 
above-mentioned advantages, it has some problems. 
The major issue is dimensionality curse [5]-[6], 
which means k  nearest neighbor classifier is less 
effective in high dimensional feature space with a 
finite set of training samples. A major approach to 
solve this problem is to select an appropriate distance 
measure by weighting features [10]-[12]. These 
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methods provide small weights to insignificant 
features and large weights to influential ones. These 
approaches have proven these methods effective for a 
high-dimensional space; however, calculating the 
weights of features is time-consuming and complex. 

To increase the performance of the k nearest 
neighbor algorithm, some papers addressed the 
prototype selection issues [13]-[18]. These methods 
accelerate classification time and diminish risk of the 
over-fitting problem. However, how to find the 
optimal number of prototypes is still an open problem. 
Moreover, prototypes are sensitive to noise and not 
robust. They can achieve excellent performance on 
some datasets, but poor performance on other 
datasets. 

Using a feature reduction method offers 
another way to avoid dimensionality curse [3]. 
Principal component analysis (PCA) and the 
self-organizing feature map (SOM) [19] are common 
dimensionality reduction methods. If we adopt a 
feature reduction method appropriately, it does not 
affect the performance much. In addition, the 
classification time can speed up. The following 
briefly reviews these methods. 

 
2.2 Principal Component Analysis 

Principal component analysis is a well-known 
feature reduction method used in face recognition, 
handprint recognition, and data compression. The 
goal of principal component analysis is to find a 
subspace whose basis vectors correspond to the 
maximum-variance directions in the original space. 
This means that the newly transformed space retains 
the most intrinsic data information using fewer 
features. The transformation based on statistical 
properties of the vector is referred to as the most 
significant eigenvectors of the covariance matrix. The 
minimizing sum-square-error criterion for the 
optimization process is based on the following 
equation: 
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where T
dxxxx ],...,,[ 21= is d -dimensional 

input vector, )  ,...,2,1( dmmjq j ≤= represents the 
first   m principal eigenvectors of the covariance 
matrix of the original feature space. By selecting the 
dominant component of eigenvectors, the principal 
component analysis algorithm reduces the number of 
features and represents the data in a lower 
dimensional space. The disadvantage of PCA is that it 
cannot capture nonlinear relationships defined by 
higher than second-order statistics, so it is unable to 
maintain topological relationships in a lower 
dimensional space. Therefore, it is not a suitable 
feature reduction method for the k nearest neighbor 
classifier because k  nearest neighbor classifier has 
to select   ordered samples in the classification 
phase. 

2.3 Self-organizing Feature Maps 
Algorithm 

A proper dimension reduction method for k NN 
is Multidimensional Scaling (MDS) [3] which seeks 
to present data points in a lower dimensional space 
while preserving inter-distances between the data 
points as far as possible. However, these methods 
have high computational complexity, and the local 
minimum problems occur in the optimization process. 
In addition, they cannot provide an explicit mapping 
function to accommodate new data points [20]. An 
approximate algorithm corresponding to 
multidimensional scaling methods is called the 
self-organizing feature map or topological ordered 
maps [1]-[2].The following explicitly describes the 
self-organizing feature map algorithm. 

The self-organizing feature map algorithm is an 
unsupervised learning algorithm that has used a finite 
number of neurons to map the input space into a 
lower feature space. The SOM method is based on 
competitive learning, and the neuron with the largest 
activation becomes the winner. The synaptic weights 
of neurons are iteratively adjusted at each learning 
cycle. When the SOM algorithm converges, the 
feature maps display the topological relationship 
among the data points. On the basis of this property, 
the study proposes a revised version of SOM as a 
dimensionality reduction technique for k nearest 
neighbor classifier. 

One of the disadvantages of SOM is that the 
structures of the data are distorted and dissimilar to 
the original data distributions [21]-[22]. Yin proposed 
a novel feature extraction method called visualization 
induced self-organizing feature map (ViSOM) [7], 
[23] to overcome this defect. A parameter  λ
controls the lateral forces between neurons and yields 
better data structure on the feature map.  

This paper deals with another problem for 
SOM. The shortcoming of the SOM algorithm is 
finding the winner   )(xi of the d -dimensional 
input vector x  according to the formulation: 

 

njwxxi jj
,...,1 ,minarg)( =−=  (2) 

 

where T
jdjj www ],...,[ 1= is denoted by the synaptic 

weight of the neuron j  and n  is the number of 
neurons. The Eq. (2) usually is taken by a traditional 
Euclidean distance function that treats all features 
equally. It is unpractical in the real world, especially, 
when the number of features is high. We have developed 
a feature weighting method in terms of the ratio of 
between class variance and within class variance in the 
training samples. The formulation is adapted from the 
LDA algorithm [8]. Along a feature, larger variance of 
between classes means it is a more important feature. 
On the other hand, if the inner class variance is smaller, 
the class destructions are closed; and the larger weight is 
given to this feature. The next subsection reviews the 
literature of some feature weighting methods. 
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2.4 Feature Weighting Method 
 
The typical Euclidean distance measure implies 

that the input space is isotropic and homogeneous. 
This assumption let it perform poor in a complex 
feature space. Many researches in recent years have 
focused on the feature weighting method in terms of 
margin distance [24]-[26]. The maximal margin is 
defined as the distance between the nearest 
same-labeled pattern to x and the nearest 
different-labeled data to x . The goal of these 
approaches is providing smaller weights to 
insignificant features and larger weights to influential 
ones. The advantages of feature selection or the 
feature weighting method are obvious. Firstly, fewer 
features reduce processing time. Next, using fewer 
features prevents over-fitting problems in a 
high-dimensional space. However, the 
above-mentioned methods are iteratively optimized 
and do not find the optimal solution easily. Veeman 
and Tax proposed a sparse classifier combining the 
feature weighting method and Nearest Mean 
Classifier (NMC), called LESS [27] The drawback 
about LESS is that it assumes each feature has equal 
variance, and is used for only two-class classification 
problems. Many simple weighting variable methods 
have been proposed such as Heterogeneous 
Euclidean-Overlap Metric (HEOM) [28], Value 
Different Metric (VDM) [28], [29] Heterogamous 
Value Difference Metric (HVDM) [28], [30], and 
Interpolated Value Difference Metric (IVDM) [30]. 
These methods are easily computed and applied to 
both categorical and numerical variables. 
Nevertheless, these feature weighting methods do not 
perform well in all cases. Furthermore, Huang et al 
proposed a feature weighting method based on k
-means clustering algorithm [9]. The k -means is the 
most popular and well-known clustering algorithm in 
pattern recognition and data mining. The literature 
demonstrates mathematical proof and lists the weight 
results through the weighted k -means clustering 
algorithm. In the study, the artificial datasets and the 
real datasets are used to compare performance with 
the proposed method and the weighting feature 
method by weighted k -means clustering algorithm in 
the experiments. 

3. Proposed Method 

 In this paper, we propose a revised version of 
SOM using weighted Euclidean metric. The feature 
weighting method is similar to LDA with some 
modifications. This section firstly introduces the 
proposed feature weighting method, and then 
describes weighted self-organizing feature algorithm. 

 
 
 

3.1 Feature Weighting Method 
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number of training samples. In order to measure the 
difference among features, the global mean of total 
training samples of feature v  is calculated by 

∑ ∑= == j c jN
i

N
j

w
ivv xNm 1 1)/1( ),...,1( dv = , and local mean 

of class jw  of feature v  is ∑ == j jj N
i

w
ivj

w
v xNu 1)/1(

),...,1( dv = . 
 The way to estimate the weights of features is 
adapted from LDA, the between-class variance B

vS  
of the feature v  which is defined by the following 
formulation: 
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 Similarly, the within class variance W
vS of the 

feature v  is computed by 
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where NNP jj /=  is the prior probability of class 

jw , and jvS  is the variance of class jw  of feature 
v . Finally, the weighting feature vf  is according to 

the ratio of the between-class variance B
vS  to the 

within-class variance W
vS , that is 

 

dv
S
Sf W

v

B
v

v ,...,1   , ==  (5) 

 

 It is apparently that this metric is based on 
LDA but with some modification. According to this 
rule, if the value of variance of between classes is 
large, it implies that the distributions of classes are 
separate, and this feature is helpful for classification. 
On the hand, if the value of W

vS  is small, it 
indicates that inter class samples are closed. 
Therefore, a larger weight should give to this feature. 
The advantages of the proposed feature weighting 
method are described as follows. In general, there 
exist correlations among features and noisy features 
in the data space. Our proposed method is easily 
computed and offers a means to discriminate 
between the noisy feature and the normal feature. 
Thus we used the feature weighting method to 
improve the performance of SOM. 
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3.2 Weighted Self-organizing Feature 
Map Algorithm 

 The WSOM algorithm uses a weighted 
Euclidean distance function in the learning phase. 
The modified formulation of finding the winning 
node )(xi  is defined as 
 

njwxfxi
d

v
jvvvj

,...,1 ,)(minarg)(
1

2 =−= ∑
=

 (6) 
 

where the feature weighting vf  is referredin Eq. (5). 
Since a self-organizing feature map uses a 
completive learning rule, the lateral feedback 
between neurons is often referred as the Gaussian 
function model. The neighborhood function around 
the winner neuron )(xi  at time t  is given by 
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t
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where jxid ji −= )(,  is the Euclidean distance 
between the winning node )(xi  and the 
corresponding neuron j  in the lattice, and the 
parameter )(tσ  defines an effective width on the 
feature maps around the winning node. Both )(tσ  
and ),,( tjiΛ  are a monotonically decreasing 
time-varying function. Then the synaptic vector 
weights are adjusted by all neurons according to the 
formulation 
 

nj
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where )(tη represents the learning rate that also 
decreases as time goes by. Finally, the steps and the 
flowchart of the proposed method are illustrated 
below: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: The flowchart of the proposed method. 

Step 1 Initialization: initialize the weight vector, 
)0(jw which is a random value. 

Initialize the learning rate )0(η and the 
neighborhood function )0,,( jiΛ
( )0(σ ). 

Step 2 Sampling: randomly choose an input 
vector x  from the feature original space.
  

Step 3 Finding Winner: select the best matching 
winning node )(xi  according to the 
minimum weighted Euclidean distance 
criterion defined by Eq.(6) 

Step 4 Learning: adjust the weighted vector of 
all neurons using the formulation (8).  

Step 5 Updating: reduce the learning rate )(tη  
and the neighborhood function ),,( tjiΛ .  

Step 6 Continuations: if the weights of the 
neurons do not change, exit the iteration. 
Otherwise, go to step 2. 

Step 7 Mapping: draw all test samples to be 
projected to the learned feature maps. 

Step 8 Classification: use the k  nearest 
neighbor classifier in the 
two-dimensional mapping samples. 

4. Experimental Results 

In the experiments, we firstly use a noisy 
dataset to identify the normal feature and the noisy 
feature by the proposed feature weighting method. 
Afterward, both the simulated dataset and the real 
dataset are used to evaluate the performance with the 
proposed weighted self-organizing feature map 
algorithm and different feature reduction methods. In 
order to achieve an impartial result, we select the 
most two significant features of PCA for comparisons. 
All experiments were run on a 3.2 GHz Pentium IV 
machine with 4GB RAM. The size of the 
neuron-mapping grid was set to 1010× . The fixed 
parameters in the SOM algorithm were as follows: 
the width of the Gaussian-function )(tσ  was 5,and 
the minimum width of )(tσ  was 0.1. The minimum 
learning rate was set to 0.001. The weighting factor 
β  is 2 in the k -means clustering algorithm in all 
datasets. 

 
4.1 Experiment on a Noisy Dataset 

The researchers often use a noisy dataset to 
identify noisy features through a feature weighting 
approach. In the first experiment, we generated 200 
samples which are divided into two classes that 
contain three features. The noisy dataset has three 
features, 1f , 2f , 3f . The first two variables are 
normally distributed, and the third one is a uniformly 
distributed noisy variable. The centroids of the two 

k nearest neighbor 
classifier

If t<iteration 
number

Initial all parameters

Choose an input vector

Find the winner

Adjust the weight 
vectors of neurons

Update the parameters

Mapping test samples
No

Yes

 

 

16



International Journal of Computer, Consumer and Control (IJ3C), Vol. 3, No.1 (2014) 
 

classes are (0.6, 0.5) and (0.3, 0.2). The Gaussian 
standard deviations are all set to 0.1. Figure 2 plots 
the 200 samples in different two-dimensional 
subspaces. It can be seen in Figure 2 (a) that 1f  and 

2f  are significant features. The noisy feature can be 
observed in Figs 2 (b) and (c). The weighting results 
for features 1f , 2f , and 3f  through the proposed 
feature weighting method are 2.56, 2.09, and 0.056 
respectively. It is evident from the results that the 
proposed feature weighting method can discriminate 
between the normal features and the noisy feature. In 
addition, comparing Figure 2 (b) and Figure 2 (c) 
shows 1f  is a better feature for classification which 
is ascribed to the distributions with somewhat being 
overlapped. The weighting results are consistent with 
the real feature data space. Thus the proposed 
weighting method is sufficient to display the 
influence of features. 

 
(a) 

 
(b) 

 
(c) 

Figure 2: Class distributions on a noisy dataset.  
        (a) Two classes in the subspace: 1f , 2f . 
       (b) Two classes in the subspace : 1f , 3f  

        (c) Two classes in the subspace : 2f , 3f . 

4.2 Experiment on Synthetic Dataset 
In this experiment, we use two typical synthetic 

datasets to evaluate the performance of the proposed 
method compared with other feature reduction 
methods. The synthetic datasets are all 8- 
dimensional Gaussian data. k nearest neighbor 
classifier is less effective, when the class distributions 
are not separable and overlapped.This study adopted 
the II 4−  dataset and the Λ−I  dataset [31] to 
compare performance among different feature 
extraction methods.  

 

II 4− dataset : 
 

,21 0== uu  

8281 4 , II =Σ=Σ  
 

Λ−I dataset: 
 

,]01.0,06.2,08.1,64.1,84.0,84.0,10.3,86.3[  , 21
Tuu == 0  

],73.2,35.0,77.1,49.1,22.0,12.0,06.12,41.8[diag , 281 =Σ=Σ I  
 

Where kI  and ][diag ⋅  denote the kk ×  identity 
and diagonal matrices. The II 4−  dataset contains 
two normally distributed classes with the same mean 
and different variance. The Λ−I  dataset contains 
two classes that distribute normally with different 
means and variance. This study generated 100 
training samples in each class with 1000 samples in 
each class at the classification stage. Table 1 lists the 
parameters used in this experiment including the 
initial learning rate )0(η , the decreasing learning rate 

αη , and the decreasing width rate βσ . The 
parameter λ  is set to 0.4 in the ViSOM algorithm 
in the synthetic datasets. 
 

Table 1: The parameters of the proposed method 
used in the artificial datasets. 

Dataset Parameters 
II 4−  975.0,95.0 ,1.0)0( === βα σηη  
Λ−I  975.0,975.0,5.0)0( === βα σηη  

 

 Figure 3 shows the average accuracy with 
different k  parameters of the four methods in the 

II 4−  dataset. It is obvious that k NN gets the 
wrong number of class labels from k  candidate 
samples because the class distributions are 
overlapped. As a result, it achieves the worst 
performance. It can be shown that when using a 
feature reduction method for k NN, the performance 
is improved. PCA and SOM have close performance; 
however, the proposed WSOM obtains better 
classification accuracy than others. The classification 
performance with three SOM-based dimensionality 
reduction methods is displayed in Fig.5. It seems that 
the feature weighting method through k -means 
clustering algorithm does not get satisfied 
performance. It may suggest that k -means 
clustering algorithm perform poorly in the overlapped 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

 

17



International Journal of Computer, Consumer and Control (IJ3C), Vol. 3, No.1 (2014) 
 

dataset. However, the proposed method yields robust 
performance in the II 4−  dataset. Using a 
weighted distance function contributes to the 
performance of SOM. Table 2 lists the accuracy and 
classification time of six approaches on the II 4−
dataset. As can be seen, the proposed method 
achieves great performance than a traditional k  
nearest neighbor classifier, and it can accelerate the 
classification time. 

 
I-4I

Parameter k

5 10 15 20 25 30

A
cc

ur
ac

y 
(%

)

50

55

60

65

70

75

80

kNN
PCA+kNN
SOM+kNN
WSOM+kNN

 
Figure 3: Average accuracy with varying 

parameter k  among four methods. 
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Figure 4: Average accuracy with varying 

parameter k  among three 
SOM-based methods. 

 
Table 2:Comparisons of six methods on the II 4−  

dataset. 

Method Accuracy (%) Classification 
Time (ms) 

k NN 57.85 1985 
PCA+ k NN 69.04 1725 
SOM+ k NN 69.64 1606 

WSOM(k-means)+ k NN 69.54 1615 
ViSOM+ k NN 71.73 1622 
WSOM+ k NN 72.60 1620 

 
 
 
 

Similarly, Figure5 shows the accuracy rate as a 
function of k  value of four methods in the Λ−I  
dataset.  The Λ−I  dataset is more complicated 
than the II 4−  dataset in terms of different means 
and variances in the feature space. In this case, the 
PCA obtains the worst performance because it cannot 
maintain the topological relationships in a lower 
dimensional space. Nerveless, both SOM and WSOM 
achieve good performance in the Λ−I  dataset on 
an account of topological preserving property. 
Figure6 shows the average classification accuracy 
with different k  values among three SOM-based 
methods. It implies that the feature weighting method 
through k  means algorithm and ViSOMis not 
useful to the complicated datasetwhile WSOM has 
robust performance with a wide range k  of usage. 
Table 3 summarizes the classification accuracy and 
classification times of all approaches. The proposed 
method is efficient and obtains the best performance. 
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Figure 5: Average accuracy with varying 

parameter k  among four methods. 
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Figure 6: Average accuracy with varying 

parameter k  among three 
SOM-based methods. 
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Table 3: Comparisons of six methods on the Λ−I

dataset. 

Method Accuracy (%) Classification 
Time (ms) 

k NN 95.20 2025 
PCA+ k NN 92.40 1715 
SOM+ k NN 95.66 1668 

WSOM(k-means)+ k NN 94.55 1684 
ViSOM+ k NN 95.22 1678 
WSOM+ k NN 96.31 1681 

 
4.3 Experiment on Real Dataset 

Finally, two datasets are selected from 
UCI/STALOG machine learning corpora [32] for 
evaluation. The well-known Iris dataset contains 150 
samples and 4 variables. The 150 samples include 
three classes and each class has fifty samples. This 
work applied the leave-one-out cross validation to 
measure classification performance since the training 
sample size in the Iris dataset is small. Another real 
dataset used in the study is Australian Credit Card 
dataset, which has 690 instances and 15 features. The 
Credit Card dataset includes two categories. Since 
some samples have a missing value, the study only 
considered 653 instances. We randomly chose 296 
samples for learning, and 357 samples for 
classification. Table 4 shows the typical parameters 
of the SOM algorithm in these experiments. All 
features of real datasets were first normalized to the 
zero center mean and unit variance. The turning 
parameter λ is set to 0.075 in the Iris dataset and 0.6 
in the Credit Card dataset in the ViSOM algorithm. 
 
Table 4: The parameters of the proposed method 

used in the real datasets. 
Dataset Parameters 

Iris 975.0,96.0 ,1.0)0( === βα σηη  
Credit 95.0,95.0 ,3.0)0( === βα σηη  
 

Figure 7 shows the average accuracy with 
different k  parameters on the Iris dataset.The PCA 
method has the worst performances because it cannot 
preserve the topology using only two features. Figure 
8 describes the performance of three SOM-based 
methods. It can be observe that the accuracy of 
WSOM method based on k  means clustering 
algorithm is sensitive to different k  values. 
However, WSOM and ViSOM get more stable 
performance. The classification time and average 
accuracy rate are shown in Table 5. It is apparent that 
all SOM-based methods achieve comparable 
performance The reason for the performance is that 
the number of features in the Iris dataset is small. 
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Figure 7: Average accuracy with varying 

parameter k  among four methods. 
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Figure 8: Average accuracy with varying 

parameter k  among three 
SOM-based methods. 

 
Table 5. The comparisons of three methods on the 

Iris dataset. 
Method Accuracy (%) Classification 

Time (ms) 
k NN 95.43 201 

PCA+ k NN 90.86 189 
SOM+ k NN 95.99 165 

WSOM(k-means)+ k NN 96.05 171 
ViSOM+ k NN 96.40 172 
WSOM+ k NN 96.39 171 

 
Similar to the previous cases, Figures 10 and 11 

show the performance with different k  parameters 
of all methods on the Credit Card dataset. The results 
show that the proposed WSOM method is superior to 
other feature reduction approaches such as PCA and 
SOM-based methods. According to the above 
experimental results, they show that the performance 
of k NN can be improved by a appropriate feature 
reduction method. The average accuracy rate and 
classification time of six methods are listed in Table 
6. In theCredit Card dataset, the proposed WSOM 
gets the highest accuracy using only two features for 
classification. Thus the classification time of k NN 
is also reduced. 
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Figure 9: Average accuracy with varying 

parameter k  among four methods. 
 

Credit

Parameter k

5 10 15 20 25 30

A
cc

ur
ac

y 
(%

)

68

70

72

74

76

78

80

82

84

86

88

WSOM+kNN
ViSOM+kNN
WSOM(kmeans)+kNN

 
Figure 10: Average accuracy with varying 

parameter k  among three 
SOM-based methods. 

 
Table 6: The comparisons of three methods on the 

Credit dataset. 
Method Accuracy (%) Classification 

Time (ms) 
k NN 81.85 1330 

PCA+ k NN 77.91 1021 
SOM+ k NN 82.30 825 

WSOM(k-means)+ k NN 77.15 832 
ViSOM+ k NN 77.66 835 
WSOM+ k NN 83.59 832 

 
4.4 Discussions 

In the experiments, we compared the performance 
among different feature reduction methods for k  
nearest neighbor classifier. The SOM algorithm plays 
the pivot in the study. SOM can preserve the 
topological relationships in a lower dimensional 
space, so it is a more suitable feature reduction 
method for k  nearest neighbor classifier. In 
contrast, PCA gets poor performance using only two 
features. However, PCA can select more features in a 
high dimensional space. The proposed method may 
fail in the high dimensional space due to only two 
features for classification. Fortunately, feature subset 

selection or feature grouping (Liang et al. 2009) 
offers a solution for this problem. It is possible to 
develop a hierarchical feature reduction method 
based on WSOM for k NN in the high dimensional 
space for the future work. 

 The paper deal with the problem of SOM to 
find the winner steps often taken by Euclidean 
distance. The proposed feature weighting method is 
adapted from LDA algorithm. Therefore, the large 
weights are given to the more important features, and 
the lesser weights are offered to the smaller ones. In 
order to show the benefits of the proposed feature 
weighting method, we compare another method 
through k -means clustering algorithm. The 
evidence points out the weights of features affect the 
performance of SOM, and the proposed feature 
weighting method is more powerful. 
 To verify the effectiveness of the proposed 
method, we compared another revised version of 
SOM called ViSOM in the experiments. The ViSOM 
faithfully preservers the topology by adding a 
parameter to control the lateral forces between 
neurons. From the experimental results, it could be 
inferred that only adjusting the weights of neuron is 
not sufficient to improve the performance of SOM. 
Choosing the more accurate winners and then 
updating the weights of neurons are more useful to 
yield better results. In most cases, the proposed 
WSOM is an appropriate feature reduction method 
for k NN and speeds up the classification time. 

5. Conclusion 

In this paper, we present a revised self-organizing 
feature map using a weighted Euclidean distance metric 
as a dimensionality reduction method for k  nearest 
neighbor classifier. We give weights to all features in 
terms of the ratio of between-class variance to 
within-class variance calculated from the training 
samples. It is similar to LDA approach. Thus the small 
weights are given to insignificant features, and large 
weights are offered to influential ones. Since SOM 
algorithm is topological preserving mapping, it is a 
suitable feature extraction method for k  nearest 
neighbor classifier. This study compares the 
performance with other feature extraction methods such 
as PCA, SOM and ViSOM. The experimental results 
show that the weighted self-organizing feature map 
algorithm obtains the best performance. In addition, the 
detail comparisons of k -means clustering-based 
feature weighting methods are given. It is clear that the 
feature weighting method is more robust and effective in 
choosing winner steps. The future work is planned to 
develop a hierarchical feature reduction method based 
on weighted self-organizing feature algorithm in the a 
high dimensional space, and applied to face recognition, 
text classification, and image segmentation. 
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